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Chapter 9

Research and
Development

Innovation is an activity in which “dry holes” and “blind al-
leys” are the rule, not the exception.
—Jorde and Teece, “Innovation and Cooperation: Implica-
tions for Competition and Antitrust”

Innovation is the search for, and the discovery, development, improve-
ment, adoption, and commercialization of new pracesses, new products,
and new organizational structures and procedures. Firms spend sub-
stantial amounts on research and development (R&D). In the developed
countries, industries can be characterized according to the ratio of their
R&D expenditure to output sales. Industries that exhibit high ratios in-
clude aerospace (23%), office machines and computers (18%), electronics
(10%), and drugs (9%). Industries with R&D expenditure to output ra-
tios of less than 1% include food, oil refining, printing, furniture, and
textiles (OECD, 1980 data).

S0 far, in our analysis we have assumed that a production process
or know-how can be characterized by a well-defined production function
or by its dual the cost function (see section 3.1). Moreover, we have as-
sumed that the production function is exogenous to the firms and viewed
as a “black box” by the producers. In this chapter we analyze how firms
can influence what is going on inside these black boxes by investing re-
sources in innovation activities. We then analyze the methods by which
society protects the right of innovators in order to enhance innovation
activities in the economy.

Research and development is generally classified into two types: (a)
process innovalion, the investment in labs searching for cost-reducing
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technologies for producing a certain product, and (b) product innovation,
the search for technologies for producing new products. It is often argued
that from a logical point of view there is no difference between the two
types of innovation since product innovation can be viewed as a cost-
reducing innovation where the production cost is reduced from infinity
(when the product was not available) to a finite level. However, many
intuitively believe that there is a difference.

The concept of R&D is very difficuit to understand and therefore to
maodel, since the act of doing R&D means the production of knowledge or
know-how (see Mokyr 1990 and Rosenberg 1994 for a historical overview
of innovation, and Dosi 1988 and Freeman 1982 a survey of the literature
and empirical evidence of innovation). Although we have so far always
succeeded in avoiding discussion of the foundation of production func-
tions and what know-how is, in this chapter we discuss precisely that
by defining R&D as the act of creating (or changing) the production
functions.

Section 9.1 (Process Innovation} classifies two types of process in-
novation. Section 9.2 (Innovation Race) analyzes how firms compete
for discovering new technologies, and evaluates whether the equilibrium
R&:D level is below or above the socially optimal R&D level. Section 9.3
(Cooperation in R&D) analyzes how R&:D is affected when firms coor-
dinate their R&D efforts. Section 9.4 (Patents} analyzes how society
encourages R&D by granting patent rights to innovators and suggests a
method for calculating the optimal duration of patents. Section 9.5 (Li-
censing an Innovation) explaing why firms tend to license their patented
technologies to competing firms. Section 9.6 (International R&D Races)
analyzes why governments subsidize R&D for exporting firms. In the
appendix, section 9.7 analyzes patent law from historical and legal per-
spectives. Section 9.8 discusses the legal approach to cooperative R&D.

9.1 Classifications of Process Innovation

This section classifies process (cost-reducing) innovation according to
the magnitude of the cost reduction generated by the R&D process.
Consider an industry producing a homogeneous product, and suppose
that the firms compete in prices (i.e., Bertrand competition, described
in section 6.3 on page 107). Assume that initially, all firms possess
identicat technologies, meaning that they all produce the product with
a unit production cost ¢g > 0. Then initially, there is a unique Bertrand
equilibrium where all firms sell at unit cost pp = co, make zero profits,
and produce a total of Qg units of cutput. This equilibrium is illustrated
in Figure 9.1.

Suppose now that one and only one firm has the folowing R&D tech-
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Figure 9.1: Classification of process innovation

nology: the firm can construct a research lab engaging in cost-reducing
innovation that leads to a unit-cost technology of ¢ < ¢g. Now, recalling
from chapter 5 that the pure monopoly’s profit-maximizing output and
price can be found by equating M R(Q) = ¢, we distinguish between a
large and a small cost-reducing innovation in the following way:

DEeFINITION 9.1 Let p™(c) denote the price that would be charged by a
monopoly firm whose unit production cost is given by ¢. Then,

1. Innovation is said to be large (or drastic, or major} if
p™(c) < eg. That is, if innovation reduces the cost to o level
where the associated pure monopoly price is lower then the unit
production costs of the competing firms.

2. Innovation is said to be small (or nondrastic, or minor) if
p"{c) > eo-

Figure 9.1 illustrates the two types of process innovation. A cost reduc-
tion from cp o c; is what we call a small innovation. That is, the cost
reduction is not large enough, implying that the innovating firm does
not charge the pure monopoly price. In this case, the innovating firm
will undercut all its rivals by charging a price of p; = ¢y — € = ¢, and
will sell Qg units of output. In other words, a small innovation does not
change the market price and the amount purchased by consumers. The
only eonsequence of a small innovation is that the innovator sells to the
entire market and makes strictly positive profit, equal to (cg — €1)@0-
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In contrast, a cost reduction from ¢y to ¢z in Figure 9.1 illustrates a
large cost-reducing innovation, since the firm can undercut its rivals by
simply charging the pure monopoly price associated with its new cost
structure. That is, pJ*(e2} < ¢p. Thus, a large innovation reduces the
market price and increases guantity to (Jo.

Finally, note that Definition 9.1 connects the “physical” change of
cost reduction with the market conditions (demand). That is, what we
mean by small or large innovation depends on demand conditions and
the market structure, in addition to the cost reduction itself.

9.2 Innovation Race

The timing of innovation plays a crucial role in the marketplace. There
are two reasons why, in most cases, a firm that is first to discover a
new technology or a new product gains an advantage over competing
firms: First, the firm is eligible to obtain a patent protection that would
result in earning monopoly profits for several years. Second, consumers
associate the innovator with a higher-quality producer and will therefore
be willing to pay a higher amount for the brand associated with the
innovator.

Given the significance of becoming the first to discover, firms invest
large sums in R&D, knowing that not discovering or discovering too late
may result in a net loss from the innovation process. In this section we
analyze the behavior of firms competing to discover a new product or
a process, and we focus on the following questions: Do firms invest in
R&:D more or less than the socially optimal level? What is the impact
of R&D competition on the expected date when the new product will
be produced and marketed to consumers?

Assume that the discovery translates into a prize that can be viewed
as the value of a patent associated with several years of earning monopoly
profits.

Consider a two-firm industry searching for a new technology for pro-
ducing a new product. The discovery of the product is uncertain. Each
firm &k, k = 1, 2, can engage itself in R&D by investing an amount of $7
in a research lab. The payoff from R&D to a firm is as follows:

ASSUMPTION 9.1 Once a firm invests $I in a lab, it has a probabilily «
of discovering o technology that yields a profit of $V if the firm is the sole
discoverer, 8V/2 if both firms discover, and $0 if it does not discover.

9.2.1 Equilibrium R&D in a race

We denote by Eng(n) the expected profit of firm &k from investing in
innovation when the total number of firms engaging in similar R&D is n,
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n=1,2. Also, we denote by iy (ir € {0,I}) the investment expenditure
of firm k.

A single firm undertaking RED

If only firm 1 invests in R&D, the firm discovers with probability «
(therefore earning a profit of V — I} and does not discover with prob-
ability 1 — o (earning a negative profit given by —I). Therefore, its
expected profit is given by Ex;(1) = oV — I. Hence, equating the ex-
pected profit to zero yields that the R&D investment decision of firm 1
is given by

, I faV>1

= { 0 otherwise. (9-1)

Two firms undertake RED

The two-firm technology race highlights two important uncertainties fac-
ing firms engaging in R&D. First, there is technological uncertainty—
whether or not the firm will discover the new product. Second, there is
market uncertainty—whether or not the new product will be discovered
by the rival firm.

When the two firms engage in R&D, the expected profit of each
firm & is given by

Emg(2)= a(l—-a)V + &’V/2 -~L (9-2)
only k discovers  both discover

Equating (9.2) to zero implies that the following is a sufficient condition
for having both firms profitably undertaking R&D:

iy =da=1I, if ﬁizﬂ
Figure 9.2 illustrates the two conditions (9.1) and (9.3). When the
combination of R&D cost and the success probability lies above the
ray Eny(1) = 0, no R&D is undertaken. That is, the combination of
a low success probability or a high R&D cost yields the decision that
innovation is not undertaken even under monopoly conditions.

Figure 9.2 also shows that when the R&D cost and probability com-
bination lies between the curves Enx(2) = 0 and Em (1} = 0, only one
firm engages in R&D), whereas if this combination lies below Emy.(2) = 0,
both firms undertake R&D.

> I (9.3)

9.2.2 Society’s optimal R&D level

‘We now investigate what should be the number of firms that maximizes
the society’s welfare. In general, we should not expect that the equilib-
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Em (1) =0(=aV - 1I)

1. No R&D II. One firm innovates
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Em(2) = 0(= 2&-2v — 1)

ITIl. Two firms innovate
(market failure)
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Figure 9.2: R&D race between two firms

rium number of firms calculated in the previous subsection is necessarily
optimal since the action of undertaking R&D confers a negative exter-
nality on other firms engaging in the same R&D race. That is, from a
social welfare point of view increasing the number of firms engaging in
R&D will definitely increase the probability of discovery but will also
increase the industry’s aggregate R&D cost associated with R&D du-
plication. Therefore, without performing the actual calculation we find
it hard to predict whether the equilibrium number of firms undertaking
R&D is below or exceeds the optimal number.

We denote by Ex®(n) the industry’s expected profit when n firms
undertake R&D, and associate the industry’s expected profit with the
welfare of the society.

When only one firm undertakes R&D (n = 1),
Ex®(1) = aV — I = Em (1)
Thus, when there is only one firm, the social expected value of R&D
coincides with the firm'’s expected profit from undertaking R&D.
When there are two firms undertaking R&D (n =2},

En®(2) = 20(1 —a)V + o’V —2I.
N e S

only one firm discovers both discover
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Comparing Ex®(1) with Ex%(2) yields that
Ex%(2) » Ex®(1) if and only if a(l —a)V = I.

Thus, in terms of Figure 9.2, any combination above the Ex¥(1) =
Ex%{2) curve is associated with the situation where the socially optimal
number of firms engaged in R&D is at most one.

Figure 9.2 is divided into four regions:

Region I: The combination of high innovation cost and a low proba-
bility of discovery makes it unprofitable for even a single firm to
undertake innovation. It is obvious that if a single firm does not
innovate, it is not beneficial for a society to engage in this R&D.

Region II: These combinations of cost and discovery probability leave
room for only one firm to undertake R&D while still maintaining
nonnegative expected profit. Since cost is relatively high {com-
pared with the probability of discovery), there are no social bene-
fits from having a second firm engaging in R&D.

‘Region IITI: A relatively low innovation cost makes it profitable for a
second firm to engage in R&D. However, from the society’s welfare
point of view, the cost of duplicating the R&D effort (2I) is larger
than the society’s benefits from the increase in the likelihood of
getting the discovery as a result of having a second firm engage in
R&D. This a case of market failure which occurs because firms do
not take into account how their R&D affect the profit of their rival
firms.

Region IV: These combinations involve a low innovation cost, making
it beneficial for both firms and the society to engage in the R&D
race, despite the R&D cost duplication.

Proposition 9.1 A market failure, a condition in which it is socially
desirable to have at most one firm engaging in RED but in equilibrium
two firms engage in RED, occurs only in Region 11 where the innovation
cost, I, takes an intermediote value. Formally,

a@—aV.

En®(1) » Ex®(2) but Emp(2) > 0, when o{l —a)V < I < 5

In the literature, patent races are generally analyzed in continuous-
time models, where the probability of discovery is a Poisson process that
generates a constant probability of discovery at each point in time for 2
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given R&D expenditure level {see Loury 1979; Lee and Wilde 1980; and
Reinganum 1989 for such modeling). Fudenberg et al. (1983) analyze
an industry where the probability of discovery increases with the length
of time in which the R&D is conducted, and derive the conditions for
having one firm preempt others from racing toward a discovery; see also
Harris and Vickers 1985.

9.2.3 Expected date of discovery

Suppose that the race described in the previous subsection is repeated
until one firm discovers the product. Then, what would be the expected
date of discovery?

Before going to perform the calculations, we need the following lemma..

The proof is given in an appendix (Section 9.9).

Lemma 9.1 Let 6§ satisfy 0 < & < 1. Then,

Z 6t~ = 5)2

Let T{n} denote the {uncertain} date when at least one firm discovers
the product, given that n (n € {1,2}) firms are engaged in R&D for
discovering the same product. Also, let ET'(n) denote the expected date
at which at least one firm discovers it.

A single firm

When only one firm engages in R&D (n = 1), the probability that
T(1) = 1, (discovery occurs at the first date) is @. Next, the probability
that T(1) = 2, (discovery occurs at the second date) is (1 —a)a. That is,
the probability that the firm does not discover at the first date times the
probability that it discovers at the second date. Next, the probability
that the firm discovers at the third date is (1—a)?a. Hence, the expected
date of discovery is given by

ET(1) = al+(1—a)a2+(1—a)za3+(1-a)3a4+...
f—1 Lem 9.1 o _1
= aZt(l—a) 1 Lo G- aF " a (9.4)

t=1

Consequently, if the probability of discovery is @ = 1/2, then ET'(1) = 2,
and if @ = 1/3, then ET(1) = 3, and so on. Hence, as expected, an
increase in the discovery probability « shortens the expected date of
discovery.
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Two firms

The probability that none of the firms discovers at a particular date is
(1 — a)?. Hence, the probability that at least one firm discovers at a
particular date is [1 — (1 — a)?] = (2 — a). Hence, prob(T(2) = 1) =
(2 — a). Next, prob(T(2) = 2) = (1 — a)?’a(2 — «) is the probability
that none discovers at date 1 times the probability that at least one firm
discovers at date 2. Therefore, the expected date of discovery when two
firms engage in R&D is

ET(2) = of2—a)l+(1-a)?a(2-a)2+ (1 a)a(2- a)3 +.
= a(2fa)it(1—a)2(t_1) = a2 — @) it [(1-a !
(2 — a) 1 )

= == aR-a) (35)

where the fourth equality sign follows from Lemma 9.1. Comparing (9.4)
with (9.5} yields ET(2) < ET(1), meaning that opening more indepen-
dent research labs shortens the expected date of discovery.

9.3 Cooperation in R&D

The antitrust legislation prohibits firms from engaging in activities that
reduce competition and increase prices. Any attempt at collusion is
sufficient to provoke lawsuit against the cooperating firms. However,
the antitrust legislation is less clear about how to handle cases where
firms establish research joint ventures (RJV) or just decide jointly how
much to invest in their {separated) labs. The legal approach to RJV is
addressed in the appendix (Section 9.8).

In this section, we do not address problems such as how firms manage
to implicitly or explicitly coordinate their research efforts and how the re-
search information is shared by the participating firms (see Combs 1993
and Gandal and Scotchmer 1993). Instead, we analyze how firms deter-
mine their research efforts, taking into consideration that they compete
in the final good’s market after the research is completed. This problem
has been the subject of many papers (see Choi 1993; d’Aspremont and
Jacquemin 1988; Kamien, Muller, and Zang 1992; Katz 1986, and Katz
and Ordover 1990).

In this section we analyze a two-stage game in which at { = 1, firms
determine {first noncooperatively and then cooperatively) how much to
invest in cost-reducing R&D and, at ¢ = 2, the firms are engaged in a
Cournot quantity game in a market for a homogeneous product, where
the demand function is given by p = 100 — @.
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The process-innovation RED technology

We denote by z; the amount of R&D undertaken by firm,i=1,2, and
by ¢;(x1,22) the unit production cost of firm i, which is assumed to be
a function of the R&D investment levels of both firms. Formally, let

3 ‘2‘/7 <A<l (9.6)

Ci(l‘l,ﬂ:Q) = 50""$1. —IBIJ 7’#31 i= 1321

That is, the unit production cost of each firm declines with the R&D of
both firms, where the parameter § measures the effect of firm j's R&D
level on the unit production cost of firm 7. Formally,

DEFINITION 9.2 We say that RED technologies ezhibil (positive)
spiliover effects if 3 > 0.

That is, if 8 > 0, the R&D of each firm reduces the unit cost of both
firms. For example, spillover effects occur when some discoveries are
made public during the innovation process (some secrets are not kept).
Also, this positive externality can emerge from the labs investing in
infrastructure or from research institutes and universities that benefit all
other firms as well (see Jaffe 1986 for empirical evidence). Assuming 8>
0 implies that R&D exhibits only positive spillover effects. However, note
that in some cases 3 can be negative if the R&D of a firm also involves
vandalism activities against competing firms, such as radar jamming or
spreading false information and computer viruses.

Finally, to close the model we need to assume that R&D is costly to
firms. Formally, denote by T'C;{x;} the cost (for firm i) of operating an
R&D lab at a research level of z;.

ASSUMPTION 9.2 Research labs operate under decreasing returns to scale.

Formally,

A2
TC@(:'B,') = ££§‘L

Assumption 9.2 implies that the cost per unit of R&D increases with
the size of the lab. That is, higher R&D levels require proportionally
higher costs of lab operation. Note that this assumption heavily affects
the results because if labs were to operate under increasing returns (say,
by having to pay a high fixed cost for the construction of the lab), firms
would always benefit from operating only a single lab (that serves both
firms) when firms are allowed to cooperate in R&D.

Subsection 9.3.1 calculates the firms’ profit maximizing R&D lev-
els when firms do not cooperate. Subsection 9.3.2 calculates the R&D
levels that maximizes the firms’ joint profit when firms are allowed to
coordinate their R&D levels while still maintaining two separate labs.
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9.3.1 Noncooperative R&D

We look for a subgame perfect eqguilibrium (Definition 2.10) where firms
choose their R&D expenditure levels in the first period and their output
levels in the second periods. We find this equilibrium by first solving for
the Nash equilibrium in the second period and then working backwards,
we solve for the first-period R&D levels.

The second period

The second-period Cournot competition takes place after the cost reduc-
tion innovation is completed. Hence, the postinnovation c; and c; are
treated as given. Thus, our Cournot analysis of section 6.1 on page 98
applies; so, if we recall (6.7), the Cournot profit levels are given by

(100 — 2¢; + ;)2
9

mi{er, e2)|e=2 = fori=1,2, i #j. (9.7)

The first period

In the first period, each firm noncooperatively chooses its level of R&D
given the R&D level of the rival firm. That is, we look for a Nash equilib-
rium (Definition 2.4 on page 18} in R&D levels. Formally, substituting
(9.6) into (9.7), for a given level of x;, firm ¢ chooses z; to

mMaxm;
T

1 2
§[100 —2(50 — z; — ,B:E_?) +50 — z; — JB:B:'P _ (375)

= [0+ (2 2_ )
= 5[50+ (2~ B)m: + (26 - Dz — - (9-8)

The first-order condition yields

_ 67r,-
h 6565

Given that the payoff functions are symmetric between the two firms,
we look for a symmetric Nash equilibrium where z; = 2, = z™°, where
£"¢ ig the common noncooperative equilibrium R&D level invested by
each firm when the firms do not cooperate. Thus,

ne 50(2 - )

“GoE-A0TD )

9.3.2 Cooperative R&D

Under cooperative R&D, firms jointly choose R&D levels that will max-
imize their joint profits, knowing that in the second period they will
compete in quantities.

0

= 2150+ (2~ )z + (36— Va;)(2 - B) - o
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The firms seek to jointly choose z; and z3 to

max(wl - 7?2),

1.2
where 7;, 1 = 1,2 are given in (9.7). The first-order conditions are given
by
~ B(my ) 0w Omy
- 8@ - a&:i 3331' )
The first term measures the marginal profitability of firm 4 from a small
increase in its R&D {x;), whereas the second term measures the marginal
increase in firm §’s profit due to the spillover effect from an increase in
#’s R&D effort. Hence,

0

0 = g[so+ (2 — B)a: + (28 — 1)) (2 — B) —
+ 2050+ (2~ B + (26 - )z (26 - 1).

Assuming that second order conditions for a maximum are satisfied, the
first order conditions yield the cooperative R&D level

e 50(8+1)

= - Gii (9.10)

Hf=z5=2x
We now compare the industry’s R&D and production levels under
noncooperative R&D and cooperative R&D.

Proposition 9.2

1. Cooperation in RED increases firms’ profits.

2. If the R&D spillover effect is large, then the cooperative RED levels
are higher than the noncooperative RED levels. Formally, if § > %,
then x° > ™. In this case, Q° > Q™.

3. If the R&D spillover effect is small, then the cooperative R&D
levels are lower than the noncooperative RED levels. Formally, if
B < %, then ¢ < x™°. In this case, QJ° < Q™°.

Proof. For part 1, clearly, the firms could decide to set the R&D at the
noncooperative levels. However, if they set 2° # 2™, it means that their
joint profit must increase. Parts 2 and 3 follow from comparing (9.9)
with (9.10). The quantity comparisons follow from the simple fact that
in a Cournot market structure, the aggregate quantity increases with a
decline in unit production costs. u
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The intuition behind parts 2 and 3 of Proposition 9.2 is as follows.
First note that under noncooperation, each firm sets its R&D level to
reduce its own cost, ignoring that fact that it reduces the cost of the other
firm as well. Now, if 3 is high, (the spillover effect is intense), then under
cooperation the firms set R&D levels higher than the noncooperative
levels since under cooperation firms take into account the effect of their
R&D on their joint profits. When the spillover effect is small, the effect
of each firm on the cost reduction of the other firm is small, hence, when
firms do not cooperate each firm has a lot to gain from R&D since under
small spillover effects, the R&D intensifies the cost advantage of the firm
that undertakes a higher level of R&D.

Shaffer and Salant (1998) have pointed out some problems associated
with the commonly used assumption that the two labs are engaged in an
equal amount of R&D. They have shown that even though the aggregate
R&D cost of identical firms in a research joint venture would be the
lowest if they invested equally to reduce subsequent production costs,
nonetheless members may enlarge their overall joint profit by instead
signing agreements which mandate unequal investments. If we apply
their analysis to our simple example, it turns out that unequal Ré&D
levels maximize joint profit if the spillover parameter, 3, is sufficiently
low, 1 < 2(1 - 8)? or 8 < 0.3; implying that we need to assume that
B > 0.3 in order to make the analysis of this section valid.

Finally, in the present analysis the profit of firms must be higher
under cooperation than under noncooperation since under cooperation
in the first stage the firms can always invest at the noncooperative R&D
level and earn the same profit as under noncooperation. However, Fer-
shtman and Gandal (1994) show that the profit of the firms may be lower
under cooperation in a (different) game where firms compete in R&D in
the first period but collude in the second period. This happens since,
depending on the second-period profit-sharing rule, each firm may over-
invest in R&D in order to negotiate a larger fraction of the (cooperative)
profit in the second period.

9.4 Patents

A patent is a legal document, granted by a government to an inventor,
giving the inventor the sole right to exploit the particular invention for
a given number of years (see an appendix {Section 9.7} for a detailed
analysis of patent law). It is widely accepted that the patent system is
useful for encouraging new product development and process innovation
despite the market distortion it creates by granting temporary monopoly
rights to new firms. Thus, the patent system is essential to growing
economies. Empirically, it is very hard to measure the social value of
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a patent since patented invention tend to be rapidly imitated (or be
“patented around” the patented innovation), so the knowledge is diffused
into many firms, into other industries (see Mansfield 1965), and into
other countries. One way to solve the problem how to measure the
soctal value of a patented innovation is to count the number of times the
innovation is cited in other patented innovations (see Trajtenberg 1990}.

Formally, the patent system has two social goals: To provide firms
with the incentives for producing know-how, and to make the new infor-
mation concerning the new discoveries available to the public as fast as
possible. In other words, society recognizes that information dispersion
is a key factor in achieving progress and that public information reduces
duplication of R&D. Note that the information-dissemination goal of the
patent may somewhat contradict the pure interpretation of the patent
law stating that a future innovation is patentable only if it does not
infringe on earlier patented inventions. That is, on the one hand, so-
ciety desires to disclose the information behind the invention in order
to enhance the research by other firms; on the other hand, other firms
would not be able to patent a technology that infringes on older patents.
However, providing the public with the information on patented tech-
nologies definitely reduces extra. cost resulting from R&D duplication in
the sense that it prevents the wheel from being reinvented.

The reason why innovators need extra protection lies in the fact that
know-how is a very special entity, compared with other products such as
chairs, cars, and cheese: know-how is easy to duplicate and steal. Once a
firm makes its invention known to others, other firms would immediately
start with imitation followed by intense competition, thereby reducing
the price to unit cost. With zero profits, no firm would ever engage in
R&D, and the economy would stagnate forever.

The goal of the patent system is to reward innovators. The drawback
of the system is that it creates a price distortion in the economy since
those goods produced under patent protection will be priced differently
from goods under no patent protection.

There are different kinds of patents, such as patents given for a new
product, a new process, or a substance and a design patent. In order
for an invention to be classified as worthy of a patent it has to satisfy
three criteria: it has to be novel, nontrivial, and useful. In practice,
it is hard to measure whether an invention satisfies these criteria, and
therefore, patents tend to be approved as long as they do not infringe
on earlier patented innovations. For a discussion of the legal side of the
patent system and intellectual property see the appendix (Section 9.7}.
This appendix discusses many important legal and economic aspects of
patent protection.

In this section, we discuss onky one important and difficult aspect
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of the patent system, the duration of patent protection. For example,
in the United States, inventors are generally rewarded with seventeen
years of patent protection, and in Europe with around twenty years of
protection. Here, we wish to investigate what factors affect a society’s
optimal duration of patents.

We now provide a simple method for calculating the optimal duration
of a patent that was proposed in Nardhaus 1969 and Scherer 1972. As
in section 9.3, consider a firm that is capable of undertaking a process
innovation R&D. An investment of z in R&D reduces the firm’'s unit
cost from ¢ > 0 to ¢ — z. The cost of undertaking R&D at level z is the
same as in Assumption 9.2, We assumne that the innovation is minor (see
Definition 9.1}, so the innovating firm profit-maximizing price (assuming
that the unit cost of all competing firms remain ¢) is p = ¢. Hence, there
will be no change in output as a result of the innovation.

Figure 9.3 illustrates the market before and after the process innova-
tion reduces the unit cost of the innovating firm by z, assuming a market
demand given by p = a — (}, where a > ¢. Since there is no change in
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Figure 9.3: Gains and losses due to patent protection

price charged to the consumers, the area M in Figure 9.3 measures the
innovator’s gain in profit due to the innovation. Assuming that the gov-
ernment sets the patent life for T > 0 periods (T" = 17 in the United
States), we see that the innovator enjoys a profit of M for T periods,
and zero profit from period T + 1 and on.

The area DL in Figure 9.3 is the sociely’s deadweight loss resuiting
from the monopoly power held by the patent holder for T periods. That
is, in periods ¢t = 1,2,...T the society’s benefit from the innovation is




236 Research and Development

only the monopoly’s profits M (assuming that the profits are distributed
to consumers, say, via dividends). In periodst =T+ 1,T 4 2,..., after
the patent expires, all firms have access to the new technology, and the
equilibrium price falls to ¢ — z. Hence, after the patent expires, the gain
to the society is the sum of the areas, M 4+ DL, since the removal of
the monopoly rights expands output and increases consumer surplus by
DL. 1t is clear from Figure 9.3 that

2
M(z)={a—¢)z and DL(x) = % {9.11)

Since the patent means monopoly rights for several periods, we need
to develop a dynamic model in order to determine the optimal patent
duration. Therefore, let p, 0 < p < 1, denocte the discount factor. Recall
that the discount factor is how much a dollar next year is worth today.
In perfect markets, the discount factor is also inversely related to the
interest rate. That is, p = 1/{1 + r}, where r is the market real-interest
rate.

In what follows, we consider a two-stage game. In the first stage,
the government sets the duration of the patent life T knowing how a
firm would react and invest in cost-reducing R&D. In the second stage,
at t = 1, the innovator takes the patent life as given, and chooses his
or her R&D level. Then, during the periods ¢ = 1,...T, the innovator
is protected by the patent rights and collects a monopoly profit for T'
periods.

9.4.1 Innovator’s choice of R&D level for a given duration of
patents

Denote by w(x; T') the innovator’s present value of profits when the inno-
vator chooses an R&D level of . Then, in the second stage the innovator
takes the duration of patents 7" as given and chooses in period ¢ = 1 R&D
level z to

T
max wl{z; T} = Z o iM(z) — TC(z). (9.12)

That is, the innovator chooses R&D level z to maximize the present value
of T years of earning monopoly profits minus the cost of R&D. We need
the following Lemma. The proof is given in an appendix, (Section 9.9).

Lemma 9.2
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Hence, by Lemma 4.2 and (9.11), (9.12) can be written as

- z
max
T 1*;’)

= {a —¢). (9.13)

Hence,

Proposition 9.3

1. The RED level increases with the duration of the patent. Formally,

! increeses with T.

2. The R&D level increases with an increase in the demand, and de-
creases with an increase in the unit cost. Formally, z! increases
with an increase in a and decreases with an increase in c.

3. The RED level increases with an increase in the discount factor p
{or a decrease in the interest rate).

The intuition behind Proposition 9.3 is as follows. When the duration
of patents increases, the firm will be protected for a longer period and
therefore will be selling more units over time. Thus, a higher R&D level
would correspond to a unit-cost reduction for for a higher volume of pro-
duction, which would make the process innovation even more profitable.
The prediction of part 3 of Proposition 9.3 should remind you of your
macroeconomics classes, where the Keynesian and ISLM approaches as-
sumed that investment increases when interest rates fall. Here, we obtain
this result: when the discount factor increases, say due to a drop in the
real interest rate, the firm’s present value of discounted profits increases,
thereby making innovation more profitable.

9.4.2 Society’s optimal duration of patents

We now turn to the first stage of the game, where the government legis-
lates the duration of the patent to maximize social welfare, taking into
account how the duration of patents affects the innovators’ R&D level.
As represented in Figure 9.3, the society’s welfare is C'Sp + M from the
date the invention occurs, and 'Sy + M + DL from the date when the
monopoly’s patent right expires.
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Formally, the social planner calculates profit-maximizing R&D (9._13)
for the innovator, and in period £ = 1 chooses an optimal patent duration
T to

- - i—1 i ($I)2
max W(T) = > p7 " [CS+M(zh)] + ST PTIDLED -5
T =1 t=T+1
! L s (9.14)
s.t. 0 = {a—c). .
1—p
Since - - o
t=T+1 t=0

and using (9.11), (9.14) can be written as choosing T* to maximize

T
CSotla—aa’ _@VP1-p—pT g 1T (g,

1-p 2 1—~p 1—-p

wW(T) =
(9.15)
Thus, the government acts as a leader since the innovator moves after
the government sets the patent length 7, and the government moves
first and chooses T knowing how the innovator is going to respond.

We denote by T* the society’s optimal duration of patents. We are
not going to actually perform this maximization problem in order to find
T*. In general, computer simulations can be used to find the Welf-are—
maximizing T in case differentiation does not lead to an explicit solution,
or when the discrete nature of the problem (i.e., T is a natural number)
does not allow us to differentiate at all. However, one conclusion is easy
to find:

Proposition 9.4 The optimal patent life is finite. Formally, T™ < oo.

Proof. It is sufficient to show that the welfare level under a one—_peri‘od
patent protection (I' = 1} exceeds the welfare level under the infinite
patent life (T' = oo). The proof is divided into two parts for the cases
where p < 0.5 and p > 0.5.

First, for p < 0.5 when T' =1, x(1) = a - c. Hence, by (9.15),

—)21 — —e)? 2
W(1)=CS°+(a“9ﬁ—(a c)’1—2p CSo +(a _C) 1+2p
1-p 2 1—p 1—p 1-p

2
(9.16)
When T = oo, 2/ {+00) = §=%. Hence, by (9.15),

GSU (a‘ - C)2 ((1 - 6)2 — CSD (a’ - 6)22 A (9.17)

Wteo) =T ¥ T8 aA=p? 1-s 20-9)
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A comparison of {9.16) with (9.17) yields that

(a—c)?1+20  (a—¢)?
e >2(1_p)2<2>p<0.5. {9.18)

Second, for p > 0.5 we approximate T as a continuous variable.
Differentiating {9.15) with respect to T and equating to zero yields

T — In[3 + /6 + p? — 6p — p| ~ In{3)
B In(p)

Now, instead of verifying the second-order condition, observe that for
T =1, dW(1)/dT = [{a — ¢)2p(1 ~ 5p) In(p)]/12(1 — p)?] > 0 for p > 0.2.
|
The result obtained in Proposition 9.4 is important because it is of-
ten argued in the literature that innovators should be granted an infinite
patent life. The logic behind the infinite-patent-life argument is that in
order to induce an innovator to undertake the optimal R&D level, the
innovator should be rewarded with the entire profit stream from the in-
novation, which could last forever. That is, without the infinite patent
protection, the innovator cannot capture all the rents from future sales
associated with the innovation, and hence will not innovate at the opti-
mal level. However, Proposition 9.4 shows that the monopoly distortion
associated with an infinitely lived monopoly is larger than the innovation
distortion associated with an insufficient reward to the innovator. Chou
and Shy (1991, 1993} have found that this result also holds for patents
given for product innovation {rather than for a process innovation in the
present case). Also, Stigler (1968) provides an interesting calculation
leading to an optimal patent life of seventeen years.

W(l) » W{oco) <=

< OC.

9.5 Licensing an Innovation

Licensing of technologies is common on both the national and the inter-
national scales. Over 80 percent of the inventions granted patents are
licensed to other firms, where some are exclusively licensed and others
are licensed to several manufacturers. Given this observation, we ask in
this section why a firm that invested a substantial amount of resources
in R&D would find it profitable to license its technology to a competing
firm that has not invested in R&D. Several answers to this questions are
given in the literature on patent licensing and surveyed in Kamien 1992.
We answer this question by considering the following example:

Consider the simple two-firm Cournot example illustrated in Fig-
ure 9.3 and suppose that firm 1 has invented a (minor) cost-reducing
process indicated by a lower unit cost ¢; = ¢ — z, where ¢ is the unit
cost of the noninnovating firm 2 (¢ = ¢).




240 Research and Development

No licensing

If firm 1 does not license its technology, the firms play Cournot, where
in section 6.1 on page 98 we calculated that w§(c,c2) > #¢(c1, c2) and
gf(er, c2) > g5{e1, c2)- That is, firm 1, with the lower unit cost, produces
a higher amount and earns a higher profit than firm 2.

Licensing

Suppose that firm 1 negotiates with firm 2 for granting permission to
frm 2 to use the less costly technology. There can be several types ?f
licensing. For example, there can be a fized-fee license (a fee that is
independent of the output produced by firm 2), or firm 1 can charge
firm 2 with a per-unit fee for every unit sold by firm 2. ‘
Consider a per-unit fee case (that is very common in the electronics
and entertainment industries, for example) in which firm 2 buys the
technology for producing at unit cost of ¢; < ¢z, and has to pay firm 1
the sum of $¢ for every unit it sells. o
Although it is clear that the two firms have some surplus to divide
between themselves, when firm 2 buys the cost-saving technology from
firm 1, we take the simplest approach by assuming that firm 1 is a leader
which offers firm 2 a take-it-or-leave-it contract to pay a per-unit fee of
$¢. In other words, in the first stage firm 1 offers the teqhnolog to
firm 2 for a per-unit fee. In the second stage, firm 2 can either reject
the offer, or accept the offer and then choose how much to produce.
We now seek to find the profit-maximizing per-unit of output fee,
¢, that firm 1 charges firm 2 for its cost-reducing technology. Clearly,
firmlsetsp=(cz—c1)—eR ez —c1 =&. That is, firm 1 charges a per-
unit fee that is almost the size of the unit cost reduction associated with
the licensed technology. Therefore, under this licensing contract, the
(fee inclusive) per-unit cost facing firm 2 is now given by ¢y = e + ¢ =
¢y — € & cy. Hence, in a Cournot equilibrium firm 2 would not change
its quantity produced, and therefore, its profit level does not change.
In contrast, the profit of firm 1 is now given by m = w$(ey, ca) +
#g5(c1,c2). That is, firm 1 gains all the surplus generated by the cost
reduction in the production of firm 2. Therefore, we can state the fol-
lowing proposition.

Proposition 9.5

1. In a Cournot environment, licensing a cost-reducing innovalion
can increase the profit of all firms.

2 In a Cournot environment, welfare increases when firms license
cost-reducing innovations.
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The last part of the proposition follows from the fact that in our ex-
ample, firms do not change their output levels and therefore the market
price does not change. Hence, consumers’ welfare remains unchanged.
The profit of firm 1 increases, however, implying an aggregate welfare
increase.

9.6 Governments and International R&D Races

We observe that governments never completely leave R&D to be per-
formed by the free markets. Governments’ intervention in R&D starts
with the establishment of mandatory school systems and universities
and ends with direct subsidies to firms or industries. In the develop-
ing countries, the gross estimation of the domestic R&D expenditure is
around 3 to 3.5 percent of the GDP. Out of that, 30 to 60 percent is
government financed.

In this section we analyze two examples in which international com-
petition between firms located in different countries generates an incen-
tive for each government to subsidize the R&D for the firm located in
its country. Subsection 9.6.1 analyzes how a governmental subsidy to
a’domestic firm can secure the international dominance of the domes-
tic firm in an international market for a new product. Subsection 9.6.2
analyzes governmental subsidies to process-innovation R&D.

9.6.1 Subsidizing new product development

Consider Krugman’s (1986} illustration of how governments can enhance
the international strategic position of the firms located in their countries.
Suppose that there are only two civilian aircraft manufacturers in the
entire world, and that the world consists of two countries, the United
States and the European Community. Suppose that the U.S. manu-
facturer is called Boeing and the European firm is called Airbus. Each
firm is considering developing the future super-large passenger plane, the
“megacarrier,” intended to transport six hundred passengers and having
a flight range exceeding eighteen hours. Suppose further that each firm
has a binary choice: develop {and produce) or don’t develop (and don’t
produce). Table 9.1 demonstrates the profit levels of each firm under
the four possible market outcomes.

Table 9.1 demonstrates what several civil aviation specialists fre-
quently argue, that given the high development costs, a two-firm market
is inconsistent with having positive profit levels. That is, in this kind
of market, there can be at most one firm earning strictly positive profit.
The Nash equilibrium (see Definition 2.4 o page 18) for this game is
given in the following proposition.
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ATRBUS
Produce Don’t Produce
BOEING PI‘OdUCB -10 -10 50 0
Don'’t Produce | 0 50 {0 0

Table 9.1: Profits of Boeing and Airbus under no gov't intervention

Proposition 9.6 In the Boeing-Airbus game, there ewist exzactly two
Nash equilibria: (Produce, Don’t Produce) and (Don't Produce, Pro-
duce).

Now suppose that the EC subsidizes Airbus by providing fifteen units
of money for the development of a European megacarrier. Table 9.2
illustrates the profit levels of the two aircraft manufacturers under the
four possible outcomes.

AITRBUS
Produce Don’t Produce
BOEING Produce -10 5 50 0
Don’t Produce | 0 6510 0

Table 9.2: Profits of Boeing and Airbus under the EC subsidy

In this case, we can assert the following:

Proposition 9.7 Under the EC subsidy, a unique Nash equilibrium is
given by having Airbus play Produce and having Boeing play Don’t Pro-
duce.

Thus, by subsidizing product development, a government can secure
the world dominance of the domestic firm in a product having large
development costs relative to the potential market size. Although we
have shown that the EC can guarantee its dominance in the megacarriers
market by providing a subsidy to Airbus, it is not clear that the welfare
of the EC residents increases with such a policy, since the EC residents
will have to pay for this subsidy in one form or ancther!

9.6.2 Subsidizing process innovation

Following Brander and Spencer 1983 and 1985, consider two countries
denoted by i = 1, 2, each of which has one firm producing a homogeneous
product only for export, to be sold in the world market. The world’s
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demand for the product is p = ¢ — ¢}; assume that the preinnovation
unit cost of each firm is ¢ where 0 < ¢ < a.

Let z; denote the amount of R&D sponsored by the government
in country {. We assume that when government i undertakes R&D at
level z;, the unit production cost for the firm producing in country 7 is
reduced to ¢ — x4, t = 1, 2. As in Assumption 9.2 on page 230 we assume
that the total cost to government ¢ of engaging in R&D at level z; is
TC’z- (:E,,) = (.’L’i)z/z.

Since we assumed that the two firms play a Cournot quantity game
in the world market, for given R&D levels ©; and z4, (6.5) and (6.7} (see
section 6.1 on page 98) imply that the profit leve! of the firm located in
country i is

fa—2(c—z)+ec—z;)? _ (a —c+ 2z; — z;)?
9 9 )

g =

We denote by W; the welfare of country ¢, which is defined as the sum
of the profit earned by firm 7 minus the R&D cost. Altogether, each
government ¢ takes z; as given and chooses an R&D level x;, to maximize
the welfare of its country. That is, government ¢ solves

- )2 32
max W; = m; — TC;(z;) = (@—c+ 2z — z;) — () .
Ty 9 2
The first-order condition yields how the government of country i sets its

R&D level in response to the R&D set is country j. Thus,

z; = Rilzg) =dla—c) —dz; 4,5 =1,2% i#j. (9.19)

Note that the countries’ best-response functions are strategic substitutes
(see Definition 7.2 on page 140), reflecting the fact that if one country
increases its R&D level, the other reduces it. Equation (9.19) shows that
if country 7 does not subsidize its R&D (z; = 0), then the government
of country ¢ sets a strictly positive R&D level, z; = 4(a — ¢} > ). Hence,

Proposition 9.8 If initially the world is characterized by no govern-
ment intervention, it is always beneficial for at least one country to sub-
stdize RED. That is, the increase in profit from export sales associated
with the cost-reducing RED dominates the cost of RE&D.

Solving (9.19) yields the unique symmetric Nash equilibrium R&D levels
given by
4(a —¢)

* 5

o T
1 =% =
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Proposition 9.9 In a Nash equilibrium of an R&D game between two
governments, each government subsidizes the R&D for the firm located
in its country. Also, the equilibrium levels of the RED subsidies increase
with a shift in the world demand (a) and decrease with the initial unit-
production cost {c).

Thus, when demand rises, governments increase their R&D subsidies
since cost reduction is magnified by larger sales.

Finally, the reader should not interpret this model as the ultimate
argument for having governments subsidize R&D of the exporting firms,
because this model does not explain why the government itseif should
perform the R&D. In other words, why does the private sector not in-
vest in R&D, given that the firms’ increase in profit can more than cover
the R&D cost? Why cannot banks finance this innovation? Also, it is
unlikely that governments possess all the information needed to decide
which R&D is profitable and which is not. For arguments against pro-
tection, see Baldwin 1967. For a comprehensive survey of strategic trade
policy, see Krugman 1986,

The result obtained in this subsection has been mitigated in sev-
eral papers. First, Dixit and Grossman (1986) have shown that in a
general equilibrium model (as compared with our partial equilibrium
framework) the incentive for protection becomes weaker. Second, Eaton
and Grossman (1986) have shown that the choice of policy instrument
for helping the domestic industry depends heavily on the assumed mar-
ket structure. Hence, since governments never know exactly whether the
market structure is Cournot or a different one, the optimal policy may
simply be not to intervene. Third, Gaudet and Salant (1991) show that
the Brander and Spencer result is a special case because if one country
has a large number of exporting firms and one has a small number of
exporting firm, the optimal policy for the government in the country
with the large number of firms may be a tax (instead of a subsidy) that
will induce some firms to exit.

9.7 Appendix: Patent Law

A patent application is submitted to the Patent Office. Then the Patent
Office examines the application and does research to determine whether
the claims made by the petitioner fulfill the criteria for granting a patent.
In many cases patents are denied by the Patent Office, and the innovator
resubmits the application. During this time, it often happens that other
innovators apply for similar patents, and in this case, the question of
who invented first has to be answered by the Patent Office.

After the patent is granted, the patentee is given exclusive rights to
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make, use, or sell the invention, to the absolute exclusion of others. In
the United States, the patent is granted for seventeen years and cannot
be renewed.

9.7.1 History of Patent Law

The history of the patent system can be traced to medieval times in Eu-
rope when commerce became controlled by various groups and guilds.
The reader interested in more details is referred to Kaufer 1989 and
Miller and Davis 1990. The earlier patents issued by the Crown in Eng-
land were a method used by the monarch to control various sectors in
return for some benefits. That is, early patent rights were not as con-
cerned with inventions as with the protection of the monarchy itself. In
1623 the Statute of Monopoly ended the period of unrestricted granting
of monopolies by the Crown. In fact, the development of patent law was
needed to secure monopoly rights for special reasons, such as to reward
the innovators, rather than for the unrestricted granting of monopoly
rights. In 1624 England passed a statute to regularize previously arbi-
trary “letters of patents” issued by the Crown.

. The life of a patent was set at fourteen years because fourteen is two
times seven, and seven years was the normal length of an apprentice-
ship (the time needed to train a professional, say a doctor). Then, the
patent could be extended for seven additional years, reaching a max-
imum number of twenty-one years of patent protection. It is possible
that the current U.S. system of seventeen years represents a compromise
between fourteen and twenty-one years. .

In the New World the colonies began granting patents; the colonists
recognized that society could benefit from rewarding the innovators. All
this led to the statement in the U.8. Constitution that

The Congress shall have the power... To promote the progress
of science and useful arts, by securing for limited times to
authors and inventors the exclusive right to their respective
writings and discoveries.

Then, in 1836 the U.5. Patent Office was given the authority to examine
proposed inventions and to determine whether they meet the criteria of
the Patent Statute. In what follows, we will refer to the Patent Act of
1952 as the Patent Law.

9.7.2 Types of Patents

A patent can be granted for products, processes, plants, and design.
However, any invention related to abstract ideas is not patentable. For
example, the first person to prove Lemma 9.1 on page 228 (or any other
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lemma in this book) was not entitled to a patent right, since this “in-
vention” is classified as an abstract idea, or a mathematical formula.
However, note that applications for abstract ideas of theories may be

patentable.

9.7.3 Criteria for granting a patent

In order for an invention to be entitled to a patent, it has to satisfy three
requirements: novelty, nonobviousness, and usefulness. According to the
patent law, novelty refers to the lack of prior domestic or foreign patent-
ing, publication, use, or sale. Nonobviousness refers to the requirement
that the invention must demonstrate some advance over “prior art” so
that the ordinary mechanic skilled in prior art would not have been ca-
pable of making this advance. The purpose of the usefulness (or utility)
requirement is to prevent patenting inventions that are based only on
ingenuity and novelty but do not serve any purpose. This requirement
also intends to steer the R&D towards inventing welfare-increasing in-
ventions rather than useless ones.

9.7.4 First to invent versus first to file

The U.S. patent law differs from those of other countries in one major
respect—the priority assignment given to one of several agents filing for
the same patent. The general rule in the United States is that the in-
novator is the one who conceived first. However, one exception prevails,
the case in which a second innovator reduces the invention into practice
and the first innovator did not exercise continuous diligence. Thus, an
innovator who is the first to conceive the innovation and the first to
reduce it to practice has a definite priority in getting the patent.

The U.S. system is referred to as the first-fo-invent system, which
is not exercised by other countries. The EC and Japan use a different
priority system, referred to as the first-to-file system. Obviously, the
first-to-file system is easier to enforce. Problems arise nowadays when
claiming a priority over international patents, since an invention could
be recognized by one patent system but not the other.

9.7.5 Copyrights

Copyright gives an exclusive right to the copyright owner to reproduce
the work and its derivatives in the form of copying or recording, and are
given on the basis of pure originality, which refers to the act of authorship
or artistic creativity, and not necessarily on novelty. The duration of the
copyright ownership extends to the author’s lifetime plus fifty years.

To obtain a copyright ownership, the author or the artist must demon-
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strate that he or she has contributed something to the final production
or a reproduction. Thus, a reproduction of & book in modern style or
with new decorations may be eligible for copyright protection because
the author or artist has contributed something that did not exist in the
earlier version. The Copyright Act also allows computer programs and
sound recordings to receive copyright protection. Finally, the law per-
mits reproduction of various works mainly for noncommercial purposes,
such as education.

9.8 Appendix: The Legal Approach to R&D Joint
Ventures

Two major questions are faced by the regulators regarding cooperative
R&D: First, whether the act of joining together itself reduces competi-
tion, thereby violating antitrust laws. More precisely, should R&D joint
ventures be considered as procompetitive or anticompetitive in the prod-
uct’s market? Second, even if R&D joint ventures are anticompetitive,
are there efficiency gains associated with joint R&D that dominate the
welfare loss resulting from anticompetitive behavior in the final-good
market?

Clearly, unless the R&D joint ventures offer gains in efficiency asso-
ciated with more productive and less costly R&D, there is no reason to
permit it. For this reason, antitrust cases brought against firms cooper-
ating in R&D are judged by the rule of reason rather than by the per se
rule. The following discussion of the legal approach to cooperative R&D
is based on Brodley 1990 and Jorde and Teece 1990.

The U.S. legal system seems to be less supportive of R&D joint ven-
tures than the EC and Japan. According to the Clayton Act, allegations
that firms use price fixing permit suing for treble damages. Therefore,
there is a2 question of whether cooperation in R&D can open a channel of
communication among firms to explicitly or implicitly collude on prices.
Despite these suspicions, Congress has recognized the potential benefits
associated with cooperative R&D and in 1984 enacted the National Co-
operative Research Act (NCRA), which states that joint R&D ventures
must not be held iilegal per se. The NCRA established a registration
procedure for joint R&D ventures. The firms that do follow the registra-
tion procedure are immune from paying treble damages on any antitrust
violation. Instead, the maximum penalty for registered firms is limited
to damages, interest, and costs.

In sum, the U.S. law attempts to distinguish between joint R&D and
joint commercialization decisions by cooperating firtns. The former is
legal, and the latter is illegal. The reader should note that sometimes
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it is hard to distinguish between the two processes since the decision to
cominercialize an invention can be viewed as the last step of the R&D
process. That is, it is possible that one firm has a comparative advantage
in theoretical product development, while the other has one in making
an innovation marketable. In this case, society may benefit from the for-
mation of a joint venture despite the fact that joint commercialization
may result in higher prices than those that obtain under pure competi-
tion, since otherwise, there might be no product at all. This approach
is more common in Japan, where commercialization is an integral part
of the R&D process.

9.9 Mathematical Appendix

Proof of Lemima 9.1 First, recall the (high school) identity given by
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Next,
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Proof of Lemma 9.2 Using the high school identity given at the
beginning of this appendix section, we have it that
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9.10 Exercises

1. Consider the classification of process R&D given in section 9.1. Suppose
that the aggregate inverse-demand function is given by p=a — @, and
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that initially all the firms have identical unit costs measured by ¢p,
where ¢y < & < 2c;3. Suppose that one and only one of the firms is
able to reduce its unit cost to ¢; = 2¢q — a. Using Definition 9.1 infer
whether this process innovation is considered to be minor or major.

2. Consider a three-firm version of the patent-race model studied in sec-

tion 9.2. Suppose that each one of the three firms is capable of develop-
ing a product. Let V denote the monetary value of the patent associated
with the new product. Each firm can construct a research lab provided
that it invests $7 in the lab. Assume that if a firm constructs a lab, it
has a probability of a = 1/2 of discovering the product.
If only one firm discovers the product, it will earn a profit equal to
the full value of the patent (i.e., $V). If only two firms discover, then
each will earn $V/2, and if all three discover, then each will earn $V/3.
Answer the following questions.

{a) Assuming that I = 1, calculate the minimal value of V that ensures
that each firm will invest in constructing a lab.

{b) Suppose now that firm 3 went out of business, and that a foreign
firm purchased the two remaining firms. Calculate the minimal
value of V' that would induce the foreign owner of the two firms to
run the two separate research labs instead of operating only one
lab.

3. Consider the calculations of the expected time of discovery described in
subsection 9.2.3. Suppose that n (n > 2) firms are engaged in R&D,
where the probability of discovery by each firm at each date is a, 0 <
a < 1. Answer the following questions.

(a) What is the probability that none of the firms discovers at a par-
ticular date?

(b) What is the probability that at least one firm discovers at a par-
ticular date?

(c) Caiculate the expected date of discovery.
4. Consider the Boeing-Airbus game described in Table 9.1 on page 242.

(a) Calculate the minimal subsidy to Airbus that will ensure that Air-
bus will develop the megacarrier. Explain!

(b) Buppose that the EC provides Airbus with fifteen units of money
as a subsidy. Which subsidy by the U.S. government to Boeing
would guarantee that Boeing will develop this megacarrier?

(c) Suppose that the EC provides Airbus with fifteen units of money
as a subsidy. Is there any level of subsidy given by the U.S. gov-
ernment; that would deter Airbus from developing this airplane?

(d) From your answer to the previous question, conclude whether the
world benefits by having both governments subsidizing their own
aircraft manufacturing firms. Explain!
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Chapter 10

The Economics of
Compatibility and
Standards

Standards are always out of date. That is what makes them

standards.
—Alan Bennet, Forty Years On (1969)

Perhaps the most easily observed phenomenon is that people do not
live alone. People (and all other animals) tend to live in groups (called
villages, towns, cities, or countries) since they benefit from interacting
with other people. In addition to the pure social observation that people
just enjoy being around other people, the henefits of being and working
together can be explained as follows:

Production: Most production processes involve teams or groups of peo-
ple using other (complementary) intermediate products, such as
machinery and computers. Therefore, for the production to be ef-
ficient, machinery, computers, and all other equipment supporting
workers must be designed in a way that (a) different workers would
be able to use the same equipment, and (b) the output generated
by a certain machine would be able to be used by another worker
operating a different machine.

Consumption: People “enjoy” consuming goods that are also used by
other people. They like to watch the same movies, to exchange
books, and to listen to music of the same composers. People ob-
serve what others buy and try to match their consumption with
that of their neighbors. ‘
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Thus, we can conclude that product or brand compatibility affects
both the productivity of workers and the welfare of consumers. In what
follows, we start with some descriptive definitions. Later on in the chap-
ter, we shall give more precise definitions.

DEFINITION 10.1

1. Brands of products are said to be compatible, if they can work
together, in the sense that the output of one brand can be operated
or used by other brands. In this case, we say that the brands operate
on the same standard.

2. Brands are said to be downward compatible if a newer model is
compatible with an older model, but not necessarily the other way
around.

3. Consumers’ preferences are said to exhibit network externali-
ties if the utility of each consumer increases with the number of
other consumers purchasing the same brand.

Examples for compatibility include products such as video and audio
equipment (records and tapes), languages, railtroad gauges, power sup-
ply, computer operating systems, computer software, communication
equipment (the phone system, fax and telex machines, cellular and ra-
dio phones), keyboards (QWERTY versus DVORAK), and banks and
automatic teller machines (ATMs).

More precisely, video tapes operate on various different standards
such as VHS, Beta, and different sizes such as 8mm and VHS size. Music
is recorded on LP’s (long-play records), compact cassettes, and Compact
Disks (CD). Cellular phones, which use airwaves instead of cables, are
used in two different standards: analog or digital. The commonly used
QWERTY (the first six letters on the upper row of the keyboard) English
keyhoard was designed so that it slows the typist, since fast typing is
technically impossible on mechanical typewriters. The newer DVORAK
system allows faster typing; however, people were reluctant to switch to
it (see David 1985). Compatibility of automatic teller machines comes
into effect when a customer carrying a bank card issued by one bank
can withdraw cash from a machine servicing the clients holding a card
issued by another bank. In fact, in Israel all the banks collude in the
sense that any bank’s card can be used on all teller machines. We will
show later in this chapter that this behavior is indeed profitable to banks.
Finally, extensions to the seven-bit ASCII code (the most widely used
as a standard for saving and transmitting computer files) to eight-bit
for the purpose of increasing the number of characters from 27 to 28
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vielded several incompatible standards offered by MS-DOS, Macintosh,
and other computers.

Downward compatibility is commonly observed in the software in-
dustry, where a newer version can read output files generated by the old
version, but in many cases the older version cannot input files generated
by the newer version.

An example for preferences exhibiting network externalities include
all communication equipment. That is, it is unlikely that a person would
purchase a phone knowing that nobody else uses it.

To illustrate the significance of the choice of standards on the prof-
its of firms in a certain industry, Table 10.1 demonstrates a two-firmm
industry producing a product that can operate on two standards: stan-
dard o and standard 8. Table 10.1 demonstrates a normal form game

FIRM B
Standard o Standard 8
FIRM A Standard a | a ble d
Standard 8 | d cl| b a

Table 10.1: Standardization game

where each firm can choose to construct its product to operate on stan-
dard o or standard 3. The profits levels of the two firms are given by
the nonnegative parameters a, b, ¢, and d, where the profit of each firm
is affected by the standard choices of the two firms. We look for the
Nash equilibria for this game (Definition 2.4 on page 18).

Proposition 10.1

1. If a,b > max{c,d}, then the industry produces on a single stan-
dard, that is, (a,a) and (3, 3) are Nash eguilibria.

2. If e,d > max{a,b}, then the industry produces on two different
standards, that is, (o, B) end {8, a} aere Nash equilibria.

Part 1 of Proposition 10.1 resembles the Battle of the Sexes game (see
Table 2.2 on page 17), where the profit levels are high when the firms
produce compatible brands (on the same standard). Industrywide com-
patibility is observed in the banking industry (ATM machines) and in
many electronic appliances industries. Part 2 of the proposition demon-
strates a polar case, where the firms can increase their profit by differ-
entiating their brands and hence by constructing them to operate on
different standards. Examples for this behavior include the computer
industry’s producing computer brands operating on different operating
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systems, and automobiles that are produced with model-specific parts.
Thus, in this chapter we investigate firms’ incentives to standardize and
the effects of their choices on consumers’ welfare.

There is a substantial amount of literature on compatibility issues.
For a comprehensive discussion on the nature of standards see Kindle-
berger 1993, For literature surveys, see Farrell and Saloner 1987, David
and Greenstein 1990; and Gabel 1991. Gandal 1994 provides some em-
pirical evidence for the existence of network externalities in the computer
software industry.

Our discussion of the economics of standardization is divided into
three approaches: Section 10.1 (Network Externalities) analyzes an in-
dustry where consumer preferences exhibit network externalities. Sec-
tion 10.2 (Supporting Services) shows that people’s tendency to use
products that are identical or compatible to the products purchased by
others need not be explained by assuming that consumers’ preferences
exhibit network externalities. That is, it is possible that people will end
up using compatible products even if their welfare is not directly affected
by the consumption choice of other people. Section 10.3 (Components)
analyzes interface compatibility of components that are to be combined
into a single, usable system. Two applications of these theories are not
discussed in this chapter. First, Conner and Rumelt 1991 provides an
application of network externalities to explain why software firms do
not always protect the software against copying. Second, an applica-
tion is discussed in section 17.1, where we show that when the choice of
restaurants depends on the choice of other consumers, a restaurant may
refrain from raising its prices even when it faces a demand that exceeds
its seating capacity.

10.1 The Network Externalities Approach

In this section we present the basic network-externality model, where
consumers’ valuation of a brand increases with the number of other
consumers using the same brand.

10.1.1 The interdependent demand for communication
services

One of the first attempts to model the aggregate dernand for commusi-
cation services is given in Rohlfs 1974.

The demand for phone services

Our point of departure is that the utility that a subscriber derives from
a communication service increases as others join the system. Consider
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a group of a continuum of potential phone users indexed by z on the
unit interval [0, 1}. Unlike the study of the Hotelling location model of
subsection 7.3.1 in which we interpreted consumers indexed by a high
z as consumers oriented toward brand B, and consumers indexed by
a low z as consumers oriented toward brand A, here, since we have
only one type of service, we interpret consumers indexed by a low z as
those who love to subscribe to a phone system (high willingness to pay),
and consumers indexed by a high x as those who have less desire for
subscribing to a phone system (low willingness to pay).

We denote by n, 0 < n < 1 the total number of consumers who
actually subscribe to the phone system, and by p the price of subscribing
to the phone system. Altogether, we define the utility of a consumer
indexed by z, 0 <z <1, as

Us — { n(l —z) —p if he or she subscribes to the phone system
0 if he or she does not subscribe.
(10.1)
Thus, the utility of each subscriber exhibits network externalities since
it increases with n (the number of consumers subscribing to the phone
system).

We now derive the consumers’ aggregate demand for phone services.
We first look at a particular consumer denoted by # who is at a given
price p indifferent to the alternatives of subscribing to the phone system
and not subscribing. In view of (10.1), the indifferent consumer is found
by

0=n(l-2&)—p.

Since the number of consumers is given by n = £, we have it that
0=&1-&)—-p or p=2(1-—3), {10.2)

which is drawn in Figure 10.1. The price pp in Figure 10.1 intersects
twice the ‘flipped’ U-shaped curve (at points #5 and £). The interpre-
tation for the two intersection points is that for a given price pp there
can be two levels of demand: a low level, measured by n = £{, that
is associated with a small number of subscribers, hence, by (10.1) with
a low valuation by each subscriber, and therefore with a small number
of users, and so forth. In conirast, at the given price py there can be
a high demand measured by » = Z§, hence a high valuation by each
subscriber, and therefore, a large number of subscribers, and so forth.
However, only point #§ is a stable demand equilibrium, since at the in-
tersection point £§ a small increase in the number of subseribers would
make the phone subscription more desirable, thereby causing all the
consumers indexed on [, £{] to subscribe.
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Figure 10.1: Deriving the demand for telecommunication services

The point &% is defined in the literature as the eritical mass for
a given price py to indicate that at a given price, any increase in the
number of subscribers would shift the demand (number of subscribers)
to the point &£

The problem of the monopoly phone company

Now suppose that there is only one monopoly firm providing phone
services, and suppose that the marginal cost of adding a subscriber is
negligible, after the PTT (Public Telephone and Telegraph) company
has already wired all the houses. We now ask what price maximizes the
PTT’s profit (equals revenue in our case)? To solve this problem, we
fornmlate the PTT’s profit-maximization problem, which is to choose &
that solves

mgxar(:i‘:) = p(d)d = (1 — )& = (8)°(1 — £). (10.3)

The profit function (10.3) is drawn in Figure 10.2. The first- and second-
order conditions for (10.3) are given by
67T o 6271'
0:;9-;:2:::—3m and @=2—6$. {10.4)
Now, equation (10.4) and Figure 10.2 completely describe how the
profit level is affected by changing the number of subscribers. Clearly,
the profit is zero when there are no subscribers (£ = 0). The profit is
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Figure 10.2: The PTT profit function in the presence of network exter-
nalities

also zero when the entire population subscribes, since in order to have
the entire population subscribing, the PTT should set the price to zero.

The first-order condition shows that £ = 0 and & = 2/3 are extremum
points. In addition, the second-order condition shows that the second
derivative is negative for £ > 1/3, implying that £ = 2/3 is a local
maximum point. Since the first-order condition is positive for all 0 <
& < 2/3, it must be that £ = 2/3 is a global maximum point. Hence,

Proposition 10.2 A monopoly phone company’s profit-mazimizing sub-
scription price is set such that the number of subscribers exceeds half of
the consumer population but is less than the entire population.

10.1.2 The standardization-variety tradeoff

In the previous subsection we confined the analysis to a single service.
In this subsection we develop a different model in which we assume that
there are two brands of the product and heterogeneous consumers, in
the sense that each consumer prefers one brand over the other. There
are two firms, each producing a different brand, brand A and brand B.

We assume a continuum of consumers, normalize the population size
to 1, and assume that a (0 < a < 1) consumers prefer brand A over
brand B, whereas b (0 < b < 1) consumers prefer brand B over brand 4,
where a + b = 1. .

The Farrell and Saloner (1986) model assumes that the utility of
each consumer type increases with the number of consumers buying the
same brand. However, if a consumer purchases the less desired brand,
his utility falls by § > 0. Formally, the utility functions of types A and
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B consumers are given by

UAﬁ{l'A

buys brand A L T § buys brand A
xg — 4§ buys brand B -

Tpg buys brand B

(10.5}
where z 4 denotes the number of consumers purchasing brand A and zg
denotes the number of consumers purchasing brand B, x4 +zp = 1. The
parameter § also reflects the extra amount of money that a consumer is
willing to pay to get his or her ideal brand.

DeErFINITION 10.2

1. Ifzs = 1 and xg = 0, we say that the product is standerdized
on A.

2 Ifza = 0 and zp = 1, we say that the product is standordized
on B.

3. Ifza >0 and x5 > 0, we say that the product is produced with
incompatible standards.

4. An allocation of buyers between brands x4 and xp is called an
equilibrium, if no single buyer would benefit from switching to the
competing brand, given that all other consumers do not switch from
their adopted brand.

Equilibrium adoption of brends

We first seek necessary conditions for a single standard to be an equi-
librium. Observe that in the following analysis, since we assume a con-
tinuum of consumers, each consumer is negligible in the sense that if a
single consumer switches from buying brand A4 to buying brand B, then
it will not affect the aggregate number of A and B users measured by 2.4
and zg. Now, if the industry is standardized on A (z4 = 1), then it
must be that type B consumers would not benefit from switching from
A to B, implying that 1 —§ > 0. That is, a consumer prefers to con-
sume the same brand as the others rather than consuming alone his or
her most preferred brand (i.e., if the network effect dominates the ideal
good effect). Therefore,

Proposition 10.3

1. If § < 1, then two equilibria exist: one in which A is the standard
(x4 = 1) and one in which B is the standord (xp =1).

2. If 6 > 1, no single-standerd equilibrium exisis.
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We now investigate under what conditions the industry will produce
two incompatible brands, that is, under what conditions x4 = e and
zp = b is an equilibrium. In this equilibrium, a type A consumer would
not switch to B ifa > b — 6. Since b = 1 — a, we have it that a > 1—;—@.
Similarly, type B would not switch if b > 15¢. Hence,

Proposition 10.4 If the number of each type of consumers is suffi-

ciently large, then there exists a two-stendard equilibrium. Formally, if
a, b > 3;—5, then 4 = a, g = b is an equilibrium.

Figure 10.3 illustrates the parameter range for which the {wo-standard
equilibrinm exists. As the utility loss from consuming the less preferred

b
1
1-46 4
2-standard equilibrium exists
1-6 _| —
2
6 -
T T T @
& 1-5 1-6 1

Figure 10.3: Two-standard (incompatibility) equilibrium

brand parameter & increases, the parameter range for which incompat-
ibility is an equilibrium increases. That is, if § > 1, a two-standard
equilibrium always exists.

Efficiency of brand adoption

We define the economy’s social welfare function as the sum of consumers’
utilities. Formally, let W = al/4 + bUF. In view of the three possible
outcomes described above, we have it that

a+b{(1—8) if Ais the standard
W=« a?+b% if there are incompatible standards  (10.6)
a(l—8)+b if B is the standard.
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Comparing these social welfare levels yields

Proposition 10.5 If there are more consumers oriented toward brand A
than there are consumers oriented toward brand B (a > b), then stan-
dardization on A is socially preferred to standardization on B.

We now ask under what condition the incompatibility equilibrium
outcome is socially preferred to a single-brand standardization. It follows
from (10.6) that incompatibility is preferred over standardization on A,
ifa? 4+ >a+b—-b=1-08 0rd > 1_“:_b2. Using the fact that
b = 1—a, we see that this last condition is equivalent to § > 2a, ora < %.
Similarly, incompatibility is socially preferred over standardization on B
ifb < %. However, these conditions cannot both hold if § < 1 since in
this case a + b < % + % < 1. Hence,

Proposition 10.6

1. If the network preference effect is strong relative to the disulility
from consuming the less preferred brand (§ < 1), then the incom-
patihility equilibrium ts socially inefficient.

2. If & > 1, incompatibility is socielly optimal if a < % and b < %.

Is there a market failure?

We first ask whether standardization on a single-brand equilibrium may
not be socially desirable. Proposition 10.3 shows that as long as 6 < 1,
there are two equilibria in which the industry produces on a single stan-
dard. However, (10.6} implies that if there are more consumers oriented
toward A, standardization on A socially dominates standardization on
B. Hence,

Proposition 10.7 An eguilibrium in which the industry standardizes
on the less socially preferred brand exists.

However, note that in this case there is also a good equilibrium where the
industry’s standard is the more popular brand, so one can assume that
with a minor coordination, consumers can choose the socially preferred
standard.

How can it happen that an industry specializes on the wrong brand?
Consider a dynamic scenario (which is not analyzed in this section) such
that a > b and brand B exists in the market before brand A attempts
to enter the market. In this case, the firm producing brand A will not
be able to enter the market. In the literature, this situation is generally
described as a case where the existence of an instelled base (brand B)
has prevented the emergence of the more popular brand A.
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We now seek to investigate whether a market failure can occur under
the incompatibility equilibrium. Let us take an example: o = b =
0.5 and § = 0.6. Proposition 10.4 implies that incompatibility is an
equilibrium since 1/2 > (1 — 0.6)/2 = 0.2. However, since § = 0.6 < 1,
Proposition 10.6 implies that incompatibility is ineflicient. Hence,

Proposition 10.8 An eguilibrium in which the industry produces two
incompatible brands need not be socially efficient.

Finally, the opposite of Proposition 10.8 holds:

Proposition 10.9 If incompatibility (x4 = a and x5 = b) is efficient,
then the incompatibility equilibrium exists and is unigue.

Proof. I incompatibility is efficient, then part 1 of Proposition 10.6
implies that § > 1. Since ¢ > 0 and b > 0, Proposition 10.4 implies that
incompatibility is an equilibrium. Also, Proposition 10.3 implies that
an equilibrium where an industry is standardized on a single standard
does not exist. n

10.2 The Supporting Services Approach

The analysis of the previous section was based on the assumption that
consumers’ value for a product increases when other consumers purchase
a compatible or an identical brand. However, despite the fact that the
network-externalities assumption is intuitive and appealing for modeling
products such as telecommunication systems, where the utility of each
consumer is directly related to the network size, the models themselves
do not explain why people behave this way. So the remaining question
is whether “network effects” can prevail even without assuming that
consumers’ preferences exhibit network externalities.

We therefore turn now to models describing consumers who do not
derive satisfaction from the consumption of other consumers. Instead,
consumers gain satisfaction from the product itself and the variety of
(brand-specific) complementary products that we call supporting ser-
vices. The literature utilizing this approach includes Chou and Shy
1990, 1993, and 1996, and Church and Gandal 1992a,b, 1993. In many
instances, supporting services are incompatible across brands. For ex-
amples, most software packages are designed to operate on one operating
system (such as UNIX, DOS, Macintosh, OS, etc.) and do not operate
on the other operating systems. Videotapes recorded on the NTSC tele-
vision system (used in North America and Japan) cannot be played in
Furope or in the Middle East, where the dominant television standard
is PAL. For a discussion of the newly emerging high-definition television
standards see Farrell and Shapiro 1992 and the references therein.
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10.2.1 Network effects without network externalities

Consider consumers who can freely choose between two computer brands
named brand A (short for Artichoke computers) and brand B (short for
Banana computers). Each consumer is endowed with ¥ dollars to be
spent on one unit of hardware and the variety of software written for
the specific hardware purchased. We denote by p; the price of com-
puter brand i, { = A, B. Hence, given a total budget of Y, a consumer
purchasing brand i spends F; =Y -- p; on ¢’s specific software.

We denote by N; the total number of software packages that can be
run on an i machine. The utility of a consumer purchasing system 1
is defined as an increasing function of the number of software packages
compatible with machine ¢, i = A, B. Consumers are uniformly indexed
by & on the interval [0, 1} according to their relative preference towards
computer brand B. We define the utility of a consumer type é as

U = (1—68)/N4 if sheis an A-user (10.7)
— | 6+/N»B if she is a. B-user. :

Thus, the utility function (10.7) describes preferences exhibiting “love
for variety” of software. That is, a consumer’s preferences toward a
specific brand are affected by a fixed parameter, (6 or (1 — §)), and by
the number of software packages available for each brand, (N4 and N B).
Figure 10.4 illustrates how consumers are distributed according to their
preferences toward the two brands.

more B-oriented —
]
1

[~ more A-oriented
I
0

Sy

Figure 10.4: Consumers’ distribution of tastes

The consumer who is indifferent to the choice between system A and
system B is denoted by &, which is found from (10.7) by solving

(1 —8)v/Na=8/Ng. (10.8)

Thus, in equilibrium, a consumer indexed by 6 < & is an A-user whereas
a consumer indexed by 8 > § is a B-user. The total number of A-users
is denoted by 64 = 6, and the total number of B-users is given by
65 = (1 — é). Altogether,

és _1-% [Ng

=2 = = . 10.9
$a & Ny (109)
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Hence,

Proposition 10.10 The brand with the higher market share is sup-
ported by a larger variety of software. Formally, 64 > ép if and only if

Proposition 10.10 confirms widely observed phenomena, for example,
the Intel-based machines (PCs) have the largest market share and are
supported by the largest variety of software compared to machines based
on other chips.

The software industry

We have not yet discussed how the variety {number) of each brand-
specific software is being determined in each software industry. Instead
of fully modeling the software industry, we conjecture that the number
of software packages supporting each machine should be proportional
to the aggregate amount of money spent on each type of software. We
therefore make the following assumption:

ASSUMPTION 10.1 The number of software packages (variety) support-
ing each brand is proportional to the aggregate expendilure of the con-
sumers purchasing the brand-specific software. Formally,

Nuo=8Ea=8(Y ~pa) and Np={(1-8)Eg={(1-8)(Y —pa).

Substituting into (10.9) yields

Ea _ _Y—-pa
Es+Eg 2Y —pa—pB

5= (10.10)

Network effects

The following proposition {part 4 in particular) demonstrates how net-

work effects can prevail without assuming network externalities.
Proposition 10.11 An increase in the price of hardware A (p4) will
1. decrease the number of A-users (64 decreases);
2. increase the number of B-users (6p increases);

8. decrease the variety of software written for the A machine (Na
decreases) and increase the variety of B-software (Np increases);
and ’ :
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4. decrease the welfare of A-users and increase the welfare of B-users.

Proof. Part 1 follows from (10.10) since a6 /8pa < 0. Part 2 immediately
follows since 65 = 1 — 64. Part 3 follows from Assumption 10.1 since as
§ decreases and p, increases, it is implied that N4 must decrease while
Npg must increase. Part 4 follows from (10.7), since a decrease in Nga
decreases the utility of an A-user, whereas an increase in Npg increases
the utility of a B-user. |

When p, increases, Assumption 10.1 implies that two factors exist
that cause a reduction in the variety of A-software: First, the direct
effect (Y -~ pa decreases), that is, A-users spend more on hardware and
therefore less on software; and second, the indirect effect via a reduction
in the number of A-users (# decreases). Assumption 10.1 also implies
that Np increases since there are more B-users.

Part 3 of Proposition 10.11 demonstrates the network effect gener-
ated by an increase in hardware price pa on the welfare of B-users as
follows:

pa 1= 64 |=> b5 1= Np 1= UP7"" 1.

That is, a decrease in the number of A-users causes an increase in the
number of B-users, which in turn increases the variety of B-software,
which increases the welfare and number of B-users, and so on.

10.2.2 Partial compatibility

Note that 100 percent compatibility is never observed. For example, you
have probably noticed that sometimes you fail to transmit a fax to a re-
mote fax machine because the other machine does not fully respond to
all standards. You have probably also noticed that some record and tape
players are not rotating at the same speed. Also, even when the man-
ufacturer asserts that his computer (say) is DOS compatible, there are
always some packages of software that can operate on one machine, but
“refuse” to operate on another. In that sense, 100 percent compatibility
is actually never observed.

Perhaps the main advantage of using the supporting-services ap-
proach to model network behavior is that it allows an easy interpretation
for modeling the concept of partial compatibility.

DEeFINITION 10.3 A computer brend ¢ is said to be partially compati-
ble with a p; (0 < p; < 1) degree of compatibility with computer brand j
if a fraction p; of the total software written specifically for brand j can
also be run on computer brand 1.

It should be pointed out that Definition 10.3 does not jmply that com-
patibility is a symmetric relation. In other words, it is possible that
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a computer of a certain brand is designed to be able to read software
developed for rival machines, but the rival machines are not designed to
read software not specifically designed for them. In the extreme case,
in which p; = 1 but p; = 0 {(machine i can read j software, but ma-
chine 7 cannot read i software), we say that the machines are one-way
compatible.

The number of software packages written specifically for machine ¢
is denoted by n;, i1 = 4,B. The main feature of this model is that
the machines can be partially compatible in the sense that in addition
to its own software, each machine can also run a selected number of
software packages written for its rival machine. That is, p; measures
the proportion of machine j software that can be run on an i machine,
i,j = A, B and i # j. Therefore, the total number of software packages
available to an i-machine user is equal to

Npa=mnas+pang and Np=npg+ ppna. (10.11)

We will not develop the complete model. The complete computer
and software industry equilibrium is developed in Chou and Shy 1993.
Instead, in what follows we merely illustrate the main insights of this
model.

Suppose that the software industry produces a positive variety of
both types of software. That is, nq > 0 and ng > 0. Now, for the sake
of illustration, let N4 and N be kept constants. Figure 10.5 shows the
equilibrium n4 and ng levels associated with the given N4 and Ng.

L

ng = Np — pana

— na=Nag—pang

np (variety of

% nh Ng B-specific software)

Figure 10.5: Equilibrium variety of brand-specific software
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The line N4 shows the combinations of brand-specific software na
and the rival brand-specific software ng associated with a constant level
N 4 of A-usable software available to A-users, for a given level of compat-
ibility p4. Similarly, the line Ng shows all the n 4 and np combinations
associated with a constant level of B-usable software Ng. The point
(n%,n%) is the equilibrium variety of software written specifically for 4
and B machines.

Now, suppose that the producer of computer A makes its machine
more compatible with B software (i.e., pa increases). Hence, the line
N4 tilts to the left because in order to keep the number of A-usable
software at a constant level there is less need for A-specific software
(since A-users can use more of B-software). Therefore, the new software-
variety equilibrium is now given at the point (n},np) in Figure 10.5.
Consequently,

Proposition 10.12 When there are two software indusiries, each pro-
ducing brend-specific software, an increase in the degree of comnpatibility
of the A-machine with the software written for the B-machine,

1. will reduce the variety of software specifically written for the A-
machine (n4 decreases);

2. will increase the variety of software specifically written for the B-
machine (ng increases); and

3. will reduce the total variety of software available to A-users and
will increase the total variety of software available to B-users (Na
decreases and Np increases}).

The last part of the Proposition is proved in Chou and Shy 1993. The
significance of the proposition (which was actually known to many com-
puter makers a long time before it was known to economists) is that it
shows that a computer manufacturer may refrain from making its ma-
chine more compatible with the software supporting the rival machine
because compatibility with the rival machine’s software will induce soft-
ware writers to write more software for the rival machine (since part of it
is usable for both machines), thereby making the rival machine more at-
tractive to consumers. ‘This result explains why computer manufacturers
may choose different operating systems for their machines.

It should be pointed out that there could be reasons other than the
one in Proposition 10.12 for why firms make their brand less compatible
with other brands. For example, in subsection 12.2.2 we show other
cases in which firms choose to differentiate themselves from other firms
by producing products of different quality.
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10.3 The Components Approach

In the previous sections we introduced two approaches to the economics
of networks: (a) the network-externality approach, where a consumer’s
valuation of a certain brand is affected by the number of consumers pur-
chasing a similar or an identical brand, and (b) the supporting-services
approach, where a consumer’s valuation of a brand is affected by the
number of supporting services (supporting software) supporting the spe-
cific brand.

The components approach discussed in this section is similar to the
supporting services approach in two aspects: First, it does not assume
that consumers’ preferences exhibit a consumption externality; second,
it assumes complementarity, in the sense that just as computers yield no
utility without the supporting software, the basic computer component
does not yield utility without a complementary monitor component.

10.3.1 The basic model

The components models were first introduced in Matutes and Regibeau
1988 and Economides 1989.

The product

Consider a product that can be decomposed into two (perfect comple-
ments) components. For example, a computer system can be decom-
posed into a basic unit and a monitor. The basic unit and the monitor
are perfect complements since a consumer cannot use one component
without using the other. Another example is a stereo system, which is
generally decomposed into an amplifier and speakers.

We denocte the first component (the basic unit) by X and the second
compornent (the monitor) by V.

Firms and Compatibility

There are two firms capable of producing both components, which can
be assembled into systems. We denote by X4 the first component pro-
duced by firm A, and by Y, the second component produced by firmn A.
Similarly, firm B produces components Xg and ¥5. With no loss of
generality, we simplify by assuming that production is costless.

Turning to compatibility, we can readily see that since the compo-
nents are perfect complements, each consumer must purchase one unit
of X with one unit of ¥. The question of compatibility here is whether
& consumer can combine components from different manufacturers when
he or she purchases and assembles the system. Formally,
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DEFINITION 10.4

1. The components are said to be incompatible if the components

produced by different manufacturers cannot be assembled into sys-

“terns. That is, systems XaoYp and XY, do not exist in the mar-
ket.

2. The components are said to be compatible if components produced
by different manufacturers can be assembled into systems. That is,
X aYg and XpYa are available in the market.

Consumers

There are three consumers, denoted by A4, AB, and BB, with hetero-
geneous preferences toward systems. We denote by p? and p} the price
of component X and component ¥ produced by firm 1, respectively,
i=A B.

Each consumer has an ideal combination of components. That is,
if p5 = p% and p¥ = pf, then consumer AA would always choose
system XY over XpYp, consumer BE would choose system XpYg
over X Y4, and if the systems are compatible (see Definition 10.4}, then
consumer AB would choose system X4 Yp.

A consumer who purchases system X;Y; would pay a total price of
p? + p¥ for this system, 4,j = 4, B. We denote by U;; the utility level
of consumer 4j, whose ideal system is X;Y, ij € {AA, AB, BB}, and
assume that for A >0

21 — (pf +p¥) if purchasing system X;Y;
A—(pF+ pz if purchasing system X;Y;
Uy = X —(p? +p!) if purchasing system X;Y; (10.12)
—(p% +p;) if purchasing system X;Y¥;
0  if does not purchase any system.

Thus, in this simple model each consumer has a different ideal system
(under equal prices). The utility function (10.12) shows that a consumer
purchasing his ideal system gains a (net of prices) utility level of 2X. If
the system he buys has one component from his ideal system and one
component from his less preferred system, his (net of prices) utility level
is reduced by A. Finally, a consumer who purchases a system in which
both components are produced by his less preferred manufacturer has a
(net of prices) utility level of 0. Clearly, given the threshold utility level
of 0, no system will be purchased unless its total cost is lower than 2A,
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10.3.2 Incompatible systems

Suppose that the components produced by different manufacturers are
incompatible (see Definition 10.4), so that only two systems are pro-
duced: system X4Y,4 and system XgYp. We denote by g; the number
of systems sold by firm ¢, and by p; the price of system ¢ {both compo-
nents), ¢ = A, B. That is, the price of system X 4Y,4 is ps = p5 +p% and
the p'rice of system XYy is pg = p} -+ p%. Thus, the profit function of
firm t1s m = piqs, 1 = A, B. We look for a Nash-Bertrand equilibrium
in prices. Formally,

DE_FINIITION 13.5 An incompatible-components equilibrium is a pair of
p;"zce plh and p%, a pair of quantities ¢l and qh, such that for a given
Pi firm i chooses pf to max,, ﬁi(pi,p_,*;) s.t. ¢ = number of consumers
mazimizing (10.12) by choosing system 1 (i,j = A, B, i £ j).

Before characterizing the equilibria we can show that

Lemma 10.1 There does noi exist an equilibrium where one firm sells
to all consumners.

Proof. If firm A sells to all customers, then it must set p4 = 0. But
even at this price, if for ¢ > 0 sufficiently small, firm B sets pg = ¢,

consumer BB would purchase system XgYp.
What Lemma 10.1 tells us is that if an equilibrium exists, then con-

sumer A4 buys a system from firm A and consumer BE buys from
firm B. Therefore,

Proposition 10.13 There exist three equilibria:

In one equilibrium firm A sells system X4Ya to consumers AA and AB
thile Jfirm B sells system XpYp to consumer BB. In this equilibrium,
pA = )\, QA :—2; pIB = 2)\1 Q_g = 1'

In the second equilibrium, firm B sells system XgYg to consumers
BB and AB while firm A sells system X oY to consumer AA. In the
second equilibrium, ply = 2X, ¢, =1, pk =2, ¢L = 2.

In the third equilibrium, firm A sells system X 4Y 4 to consumer AA,
firm B sells system XgYg to consumer BB, and consumer AB is not
served. In this equilibrium, p}y = pL = 2) and ¢, = ¢5 = L.

In any equilibrium the firms’ profit levels are given by 74 = w5 = 2.

Proof. Since the first two equilibria are symmetric, it is sufficient to look
at the first equilibrium. We have to show that firm A cannot increase its
profit by reducing its price to a level at which it would sell to all three
consumers {undercutting firm B). That is,

wh = 2p, > 3(ph — 22). (10.13)
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Similarly, we have to show that firm B cannot increase its profit by
reducing its price pp to ps where it would sell to two consumers BB
and AB.

5 =Pg = 2P (10.14)

In fact, one should also check a third possibility in which firm B
deviates by reducing the price to a level where all the three consumers
purchase system XpYp. However, such a deviation is not profitable
since firm B has to set pp = ph —2A =2 -2\ < 0.

First, note that our candidate equilibrium prices satisfy equations
(10.13) and (10.14), so no firm would find it profitable to reduce its
price. .

Second, no firm could profitably deviate by raising its price since
if firm B raises its price above 2, consumer BB will not purchase
system XpYp. Similarly, if firm A raises its price above X, consumer
AB will not purchase any system.

We still have to show that consumers AA, AB, and BA maximize
their utility(10.12) by choosing system AA and that consumer BB maxi-
mizes utility by choosing system XpYp. To do that, we need to calculate
the equilibrium utility levels of all customers. Thus, in equilibrium we
have it that

Uby=2 ~ph =X Uhp=2A-ph=0; Ulg=A—A=0. (10.15)

1t is easy to verify that consumer 44 would not purchase system BB
since system BB would yield a utility level of —pp = —2A < Uka
Similarly, consumer BB would not purchase system AA since system AA
would yield a utility level of —p4 = —A < U,‘;B. Also, consumer AB
would not purchase system BB since p, > ply, and both yield a {net of
prices) utility level of A. _

Finally, to show that p, = ph = 2 constitute (the third) equilib-
rium, note that if, say, firm A reduces its price to ps = X, consumer AB
buys system AA, and we have the first equilibrium. Since in all equilib-
ria, firm A’s profit level is 7, = 2), a deviation will not occur.

|

We define the consumer surplus as the sum of consumers’ utilities.
Hence,

CSI=UL + UL+ Ulg =X (10.16)

We define the economy’s welfare as the sum of firms’ profit levels and
consumer surplus. Thus,

Wi = al +al, +CST = 20, +ph +CS" =20 +22+ A =54 (10.17)

The equilibrium social-welfare level given in (10.17} is simply the sum
of the (met of prices) utility levels of all the consumers, which equals
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twice 2A for consumers AA and BB, who consumne their ideal systems,
and A for consumer AB, who purchases the systern XaYs but whose
ideal ¥ component is ¥g.

10.3.3 Cofnpatible systems

When firms design their components to be compatible with components
produced by the rival firm, two more systems become available to con-
sumers: system X4Yp and system XgY4. We look for an equilibrium
where each consumer buys (assembles) his ideal system. In this equi-
librium, each firm ¢ sells two units of component X; and two units of
component Y;, i = A, B.

DEFINITION 10.6 A compatible components equilibrium is the set of com-
ponent prices p%, p%, %, Py and quantities of components sold by each
firm ¢%.¢%,q%, 95 such that for given p} and p;, firm i chooses pf and
P to maxm;(pf,pY,p%,pY) s.t. ¢f and g are the number of consumers
mazimizing (10.12) by choosing components X;, Y;, respectively.

Proposition 10.14 There exists an egquilibrium where each consumer
purchases his ideal system. In this equilibrium all components are equally
priced at p5 = pY, = p% = p% = A, and a firm’s profit levels are
74 =7g = 3.

Proof. Since firm A sells two components of X and one component of
Y, while firm B sells two components of ¥ and one component of X,
equilibrium prices should be at levels so that firms could not profitably
reduce the price of one component in order to sell this component to
additional customers. For example, in equilibrium, firm A sells compo-
nent X 4 to consumers AA, and AB. Reducing the price of ¥4 to p% — A
would induce consumer BB to buy component ¥ from firm A (note
that in order to attract consumers from the competing firms, the price
reduction should be at least A). However, reducing a component price
to zero cannot constitute a profit-maximizing deviation. By symmetry,
firm B will not find it profitable to reduce its price to pj — A =0.

Finally, since all prices are equal each consumer purchases his ideal
brand, yielding equilibrium utility levels of

Ga=uhp=upp =22 —-A-2A=0. (10.18)

For this reason, no firm would find it profitable to increase a component’s

price since each consumer would not pay more than 2X for a system.

Hence, when all components are compatible, the (aggregate) con-
sumer surplus, firms’ profit levels, and the social welfare level are given
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by

C8=0; =§=74=3%\ We=ni+rhp+C5=6x (10.19)
Like equation (10.17), equation (10.19) demonstrates that the social
welfare is the sum of the (net of prices) utility levels.

10.3.4 Compatibility versus incompatibility

We now wish to examine the effects of components compatibility on
firms’ profit and consumers’ utility levels, aggregate consumers’ surplus,
and the social welfare. Comparing {10.15) with (10.18) yields

Proposition 10.15 Consumers are never better off when the firms pro-
duce compatible components than when firms produce incompatible com-

ponents.
However, comparing Propositions 10.13 with 10.14 yields

Proposition 10.16 All firms make higher profits when they produce
compuatible components than when they produce incompatible components.

Also, comparing (10.17) with (10.19) yields

Proposition 10.17 Social welfare is higher when firms produce com-
patible components.

In order to explain Proposition 10.15 we need to compare the sys-

tems’ prices under the compatibility and incompatibility regim(.as {given
in Propositions 10.13 and 10.14). Under the incompatibility regime, two
consumers pay each ) for the system they buy. Under compatibility,
each consumer pays 2 for each system. Hence, total consumer expendi-
ture under compatibility exceeds the expenditure under incompatibility
by 2X, but the (net of prices) utility level of consumer AB (the “mixing”
consumer) rises by only A. Thus, firms extract a surplus that exceeds
the aggregate utility gains from compatibility, thereby reducing aggre-
gate consumer surplus under the compatibility regime.

Proposition 10.16 can be explained by the following: First, under
compatibility the mixing consumer is willing to pay more because he
can now buy his ideal system. Second, compatibility reduces price com-
petition between the component-producing firms since under in(':ompa.t-
ibility both firms are forced to lower the price of their system in order
to attract the mixing consumer to choose their systems, given that the
systems are not ideal for this consumer. This competition is relaxed
when the components are compatible.

10.3 The Components Approach 275

Finally, Proposition 10.17 shows that the welfare gains derived from
having firms increase their profits by making their components com-
patible exceeds the welfare loss to consumers from the high component
prices under compatibility.

10.3.5 How firms design their components

Proposition 10.16 shows that firms collect higher profits when all com-
ponents are compatible with the components produced by the rival firms
than they collect when firms produce incompatible components. We now
ask whether an outcome where both firms choose to produce compatible
components can be realized as an equilibrium for game in which firms
choose both prices and the design of the components.

Consider a two-stage game where in period 1 firms choose whether to
design their components to be compatible with the components produced
by the rival firm. In period 2, given the design of the components, firms
compete in prices, as described in subsections 10.3.2 and 10.3.3.

The subgame perfect equilibrium for this game turns out to be very
simple because the compatibility decision by one firm forces an external-
ity on the rival firm, in the sense that the compatibility of components is
a syminetric relation, meaning that if component X 4 is compatible with
component Yg, then component Yz is compatible with component X 4.
In other words, the market effect of having firm A make its X4 compo-
nent compatible with component Y is equivalent to having firm B make
its Y component compatible with X 4. Similarly, the outcome in which
firm B makes its Xp component compatible with firm A’s Y4 compo-
nent is equivalent to firm A’s making its Y4 component compatible with
B’s Xp component. It is important to note that this externality is a
feature of the component approach discussed here, but it does not oceur
in the supporting-services approach (see Definition 10.3). That is, in the
supporting-services approach we can have it that machine A reads B’s
software, but not the other way around.

Thus, given this externality feature of the components approach, it
is sufficient for one firm to decide on compatibility to produce a market
outcome identical to that which would result from both firms deciding
on compatibility. Therefore, Proposition 10.16 implies that

Proposition 10.18 In the two-stage game, a subgame perfect equilib-
rium yields compatible cornponents.
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10.4 Exercises

1. Consider the supporting-services approach model developed in subsec-
tion 10.2.

(a) For a given hardware price of brand 4, pa, what is the price of
computer B beyond which firm B would have a zero market share?

{b) Suppose that pa > ps, and suppose that the income of each con-
sumer doubles to 2Y, while hardware prices remain unchanged.
Calculate the effect this increase in incomes on (i) the market
shares {54 and &p), and on (ii) the ratio of the number of soft-
ware packages written for computer 4 to the number of software
packages written for computer B.

2. Consider the component approach analyzed in subsection 10.3, but as-
sume that there are four consumers: consumer AA, consumer BB, con-
sumer AB, and consumer BA.

(a) If the components are incompatible, prove that no Nash-Bertrand
equilibrium in system prices p4 and ps {as defined in Defini-
tion 10.5) exists.

(b) If the components are compatible, calculate the symmetric equilib-
rium prices of all components, firms’ profit levels, and consumers’
surplus.
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Chapter 11

Advertising

Hardly any business practice causes economists greater
uneasiness than advertising.
—L. Telser, “Advertising and Competition”

Advertising is an integral part of our life. Each one of us is constantly
bombarded by advertising for products and services in a wide variety of
forms. We watch advertising on TV, listen to advertising on the radio,
read ads in newspapers, in magazines, on outdoor billboards, on buses
and trains, receive a large amount of so-called junk mail, and we transmit
advertising via word-of-mouth and by wearing brand-name labels on our
clothes.

Despite this basic observation, very little is understood about the
effects of advertising. Advertising is generally defined as a form of pro-
viding information about prices, quality, and location of goods and ser-
vices. Advertising differs from other forms of information transmissions
(like stock-exchange data and guidebooks) in two respects: First, the
information is transmitted by the body who sells the product, and sec-
ond, the buyer does not always have to pay to receive the information
{or pays a little with his or her value of time of watch a2 TV ad or to
sort out the relevant ads in the Sunday newspaper).

What is the purpose of advertising? We first need to acknowledge
that advertising must serve a purpose for some agents in the economy
since—as a matter of fact—firms, governments, and individuais spend
large sums of money on advertising. It is generally estimated that devel-
oped economies spend more than 2 percent of their GNPs on advertising
{(see Schmalensee 1972, 1986). The expenditure of firms on advertising
is generally measured in terms of advertising expenditure divided by the
value of sales. These ratios vary drastically across products and indus-
tries. The ratio of advertising expenditure to sales of vegetables may
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be as low as 0.1 percent, whereas for cosmetics or detergents, this ratio
may be as high as 20 to 60 percent.

There have been many attempts to correlate industry types, prod-
uct characteristics, geographical locations, and other characteristics with
advertising-to-sales ratios. However, in most cases advertising still re-
mains a mystery since neither empirically nor theoretically can we ex-
plain why different firms spend different amounts on advertising. For
example, Adams and Brock {1990} report that the Big Three car pro-
ducers in the United States, which are ranked among the largest adver-
tisers in the country, happen to have different advertising-to-sales ratios.
In 1986 the largest producer, GM (which spent $285 million on adver-
tising), spent $63 per car, whereas Ford spent $130 and Chrysler spent
$113 per car (though they spent less overall than GM). This may hint
of economies of scale in car advertising.

Earlier modern authors, e.g. Kaldor (1950), held the idea that adver-
tising is “manipulative” and reduces competition and therefore reduces
welfare for two reasons: First, advertising would persuade consumers to
believe wrongly that identical products are differentiated because the
decision of which brand to purchase depends on consumers’ perception
of what the brand is rather than on the actual physical characteristics
of the product. Therefore, prices of heavily advertised products would
rise far beyond their cost of production. Second, advertising serves as
an entry-deterring mechanism since any newly entering firm must exten-
sively advertise in order to surpass the reputation of the existing firms.
Thus, existing firms use advertising as an entry-deterrence strategy and
can maintain their dominance while keeping above-normal profit levels.

More recent authors, Telser {1964), Nelson (1970, 1974), and Dem-
setz (1979), proposed that advertising serves as a tool for transmitting
information from producers to consumers about differentiated brands,
thereby reducing consumers’ cost of obtaining information about where
to purchase their most preferred brand.

Nelson (1970) distinguishes between two types of goods: search goods
and erperience goods. Consumers can identify the quality and other char-
acteristics of the product before the actual purchase of search goods. Ex-
amples include tomatoes or shirts. Consumers cannot learn the quality
and other characteristics of experience goods before the actual purchase.
Examples include new models of cars and many electrical appliances with
unknown durability and failure rates. Note that this distinction is not
really clear-cut, since we cannot fully judge the quality of a tomato until
we eat it, and we cannot fully judge the quality of a shirt until after the
first wash!

What Nelson claims is that the effects of advertising may vary be-
tween these two groups of products, because consumers do not depend
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on information obtained from the manufacturers concerning search prod-
ucts (since consumers find it by themselves). However, consumers do rely
on advertisements when they purchase experience goods. Several tests
have also confirmed that advertising of experienced products is more
intensive (in terms of the ratio of advertising expenditure to sales) than
advertising of search goods.

The economics literature distinguishes between two types of adver-
tising: persuasive advertising and informative advertising. Persuasive
advertising intends to enhance consumer tastes for a certain product,
whereas informative advertising carries basic product information such
as characteristics, prices, and where to buy it. In the following two sub-
sections we analyze these two types of advertising and ask whether from

a social welfare point of view, firms engage in too little or too much
advertising.

11.1 Persuasive Advertising

In this subsection we analyze persuasive advertising. That is, advertising
that boosts the industry demand for the advertised product(s). We
first investigate what the optimal advertising level is, assuming that
the demand for the good is monotonically increasing with the firm’s
advertising level. Then, we ask whether from a social welfare point of
view there is too much or too little advertising.

11.1.1 The monopoly’s profit-maximizing level of advertising

Consider 2 monopoly firm selling a single product in a market where the
demand curve is given by

Q(A,p) = fA4p®, where >0, 0 <eyq <1, and €p < —1.
(11.1)
The parameter A denotes the firm’s expenditure on advertising, Q and
p denote the quantity demanded and the price for this product. Thus,
the quantity demanded is monotonically increasing with the level of
advertising (A) but at a decreasing rate (since e4 < 1).

Denoting by n4(4,p) and n,(A, p) the demand advertising elasticity
and price elasticity respectively, and recalling subsection 3.2.1, where we
showed the exponents of the variables in an exponential demand func-
tion (illustrated in Figure 3.4) are the elasticities of the corresponding
variables, the reader can verify that

_0Q(4,p) A _

_ _ 9Q(4,p) p _
54 Q =

dp @ 7

€4 and 7, = (11.2)
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Let ¢ denote the unit cost of the product. The monopol_y has two
choice variables: the price (p) and the advertising expenditure (A).

Thus, the monopoly solves

max7(A,p) = pQ — cQ — A = BAApPT! —cfApT — A (11.3)
A.p

The first-order condition with respect to price is given by

0= ——a”fff’p) = BA“ (& + 1)p"> — cfA NPT, (114)
D
implying that
M_.  _1
pM = —2 ¢ and hence P = {11.5)
€+ p €p

The first-order condition with respect to advertising level is given by

0= 3?1’(61;,?) — ﬁEAAeA—lpép(p - C) — 1, (11.6)
implying that u
pl—c 1 (11.7)

pM T PBepAca—lpstl’
Equating equations (11.5) with (11.7) yields
€A _ 1 _AM
€p T BAsa—ipetl - pMQM’
Equation (11.8) is known as the Dorfman-Steiner (1954) condition. There-
fore,

where QM = Q(p™). (11.8)

Proposition 11.1 A monopoly’s profit-mazimizing advertz's_'ing and price
levels should be set so that the ratio of adverdising erperf,d?,tum to rev-
enue equals the (absolute value of the) ratio of the advertising elasticity
to price elasticity. Formally,

A.M €A

pMQM - —€p

Thus, a monopoly would increase its advertising-to-sales ratio as the
demand becomes more elastic with respect to the advertising (€4 is close
to 1), or less elastic with respect to price (€p is close to zero).
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11.1.2 Too much or too little persuasive advertising?

Persuasive advertising was defined as a method of information transmis-
sion that boosts the demand for the advertised product. Thus, persua-
sive advertising makes the good attractive to consumers and therefore
has the potential to increase welfare. This does not imply that persua-
sive advertising must be truthful. All that persuasive advertising does
is to provide an image for the product that would induce the consumer
to purchase the product in order to identify with the message or people
portrayed in the ads.

Dixit and Norman (1978) have proposed an extremely simple method
for evaluating the welfare effect of persuasive advertising. Consider a
simplified version of the demand function (11.1) where 8 = 64, ¢4 = 0.5,
-and €, = —2. For this case, we assume that

gAL/
Qiz’
Taking the unit production cost to equal ¢ = 1, the monopolist chooses
pM and AM to maximize

- maxn(A,p) =pQ ~1Q - A= 64A2p™1 —644Y2p72 — A, (11.10)
2P

Q=64VAp™® or p= (11.9)

The first-order condition with respect to p is given by
on(A,p) —64VA 128V4
= = +
op p* P
implying that p¥ = 2 and hence, Q™ = 16v/A. Since the demand
function has a constant elasticity, the monopoly price is independent of

the level of advertising. The first-order condition with respect to A is
given by

0

, (11.11)

_On{A,p) 64 64
94 2Ap 2V Ap?
implying that A == 64 and hence, Q™ = 16+/64 = 128.

In order to check whether the monopoly advertises at the socially
optimal level we first need to calculate the consumer surplus associated
with each advertising level. The shaded area in Figure 11.1 shows the
consumer surplus associated with a given advertising level A and the
monopoly price pM = 2. Hence, for a given advertising level A, the
consumer surplus is given by

_ /015\/38:/\/%

16vVA
= 2x8¥A [Q1/2]0 — 32VA = 32VA.

0 1, (11.12)

CS(A) dQ — 2 x 16vVA (11.13)
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16vA
Figure 11.1: Consumer surplus for a given persuasive-advertising level

Assuming a monopoly price of p™ = 2, the firm’s profit level as a
function of the level of advertising is given by

7(A,2) = 2Q(A)— Q(A)— A = 32VA-16vVA—A = 16VA-A. (11.14)

The social planner takes the monopoly price p* = 2 as given and
chooses an advertising level A* to

max W(A) = CS(A) + (A,2) =48VA - A. (11.15)
A
The first-order condition is given by
aw (A) 24
= == -1 (11.16)
‘=54 ~ 7 .

- s Ak — AM
Hence, the socially optimal advertising level is A* = 242‘ > 64 = AM,
Notice that this social optimum is not a “first-best” optimum, since a
first-best optimum requires marginal cost pricing. Hence,

Proposition 11.2 Given a monopoly market structure, the equilibrium
level of persuasive advertising is below the socially optimal level.

Finally, the model presented in this section is very sptecial and is
given for the purpose of introducing one method for evaluating the wel-
fare effects of persuasive advertising. We note here several prqblems
concerning the robustness of Proposition 11.2. First, is it appropriate 1:0
use the consumer surplus as a welfare measure when the demand (utl}-
ity) is affected by the advertising level? Second, even if this measure is
appropriate, since the model is a partial equilibrivm one, the measure
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does not capture the entire welfare effect associated with an increase
in the demand for the advertised product. That is, an increase in the
demand for one product would decrease the demand for other products
(say, for substitute products). Hence, the change in consumers’ surplus
in other markets should be taken into account.

11.2 Informative Advertising

Consumers often rely on information for their purchases. Without ad-
vertising, few consumers would be exposed to the variety of existing
products, the price distribution, and the location of specific products.
As Nelson points out, advertising can serve as a tool for transmitting
this information to consumers and therefore should not be considered as
an unnecessary activity. In fact, Benham (1972) has shown that prices
are lower in markets where prices of eyeglasses are advertised than in
markets where prices are not advertised.

The literature investigating the welfare effects of informative adver-
tising concentrates on the conventional question of whether there is too
little or too much informative advertising. Butters (1977) develops a
model in which firms advertise the price of a homogeneous product and
finds that the aggregate advertising level determined in a monopolis-
tic competition equilibrium is socially optimal. Thus, Butters shows
that informative advertising need not always be detrimental. Grossman
and Shapiro (1984) consider a world of product differentiation where
consumers who are located on the circumference of a circle (see subsec-
tion 7.3.2) are able to recognize a brand only if the producer advertises.
This model provides ambiguous results about the excessiveness of in-
formative advertising. Thus, the literature demonstrates that whether
informative advertising is excessive or not depends on the specific func-
tional form used for describing the industry. Recently, Meurer and Stahi
(1994) developed a model in which some consumers are informed about
two differentiated products and some are not, and in which both adver-
tising and prices are choice variables. They show that social welfare may
increase or decrease, depending on the level of advertising.

‘We proceed by developing a very simple model to analyze this ques-
tion. Obviously, the answer that will be given here is not robust. How-
ever, the purpose of developing this model is to present one approach
for how to model this type of question.

Consider a single-consumer, single-product market. Let p be the
price of the product and assume that p is exogenously given (e.g., p is
regulated). Let m denote the consumer’s benefit from purchasing one
unit of the product. Altogether, we assume that the utility function of
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the consumer is given by

_ | m—p if he purchases the product
w= { 0 if does not. purchase. (11.17}

_There are two firms producing the same product and offering it for
sale at a price of p. With no loss of generality, assume that production
is costless so that the only cost firms have to bear is the cost of sending
an advertisement to the consumer. Formally, assume that each firm has
a single decision variable, which is whether or not to advertise. The cost
of advertising is given by a constant denoted by A.

The consumer may receive a total of 0, 1, or 2 ads from the firms. If
the consumer receives one ad, he buys the product from the firm that
sent it. If he receives no ads, he buys none, and if he receives two ads, he
splits the transaction equally between the firms, that is, he pays p/2 to
each firm. Note that this assumption is similar to the assumption that
the consumer flips a coin when he receives two ads, thereby yielding an
expected revenue of p/2 to each firm. Therefore, the profit of firm i,
t=1,2 is given by

p—A if only firm ¢’s ad is received
£ — A if both firms’ ads are received
—A if firm i sends an ad, but the ad is not received
0 if firm i does not advertise {(and hence does not sell).
{11.18)

The fact that a firm sends an ad does not imply that the consumer
will indeed receive it. For instance, even if the firm invests $4 in a
TV ad, it is possible that the consumer will not be watching TV at the
time that the ad runs on the air. Formally, let §, 0 < § < 1, be the
probability that a message sent by a certain firm. would be received by
the consumer. Therefore, the expected profit of firm ¢, i = 1,2, is given
by :

mwy =

51— 8)(p— A) + (8 — A)— (1~ 6)A both advertise
Em={ §(p—A)—(1-06)A only i advertises
0 1 does not.
(11.19)
Comparing the expected profits in the first and second rows in (11.19)
to the reservation profit of 0 yields:

Proposition 11.3 For a given value of p, p < m,
1. at least one firm will engage in advertising if and only if

AT 8
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2. two firms will engage in advertising if

P, 2
AT §(2-4)

Figure 11.2 illustrates the combinations of the receiving probability
parame_ter(ﬁ) 'a,nd the ratio of price to advertising cost (p/A) associ-
ated with having no firm, one firm, or two firms placing ads. Clearly,

¥:)
A
2 firms advertise
2 is socially optimal
Market failure
2 firms advertise .
1 is socially optimal -
T
1 firm only :
No advertising %
0 1 d
3 1

Figure 11.2: Equilibrium and socially-optimal amount of advertising

for a low receiving probability 6, or for a high advertising cost relative
to the price (low p/A), no firm would place an ad. As either § or p/A4
increase, the number of firms placing ads also increases.

_VVe now turn to the welfare analysis. The problem solved by the
social planner is to choose the number of firms that advertise in order to
maximize the expected sum of consumer surplus and firms’ profits. First
observe that if both firms advertise, the probability that at least one ﬁrrr;
would sell is 25(1 — §) + 62 = §(2 — &) (which is twice the probability
that one ad will be received while the other will not, plus the probability
that both ads are received). Formally, the expected social weifare as a
function of the number of ads is given by

8(2—48)ym — 24  if both firms advertise
EW=¢ ém- A if only one firm advertise (11.20)
0 both do not advertise.

Observe that the price p does not appear in (11.20) since it is merely a
transfer from the consumer to the firms. Hence, we can infer that as long
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as p < m, a market failure is likely to occur because firms do not capture
the entire consumer surplus and therefore will underadvertise compared
with what a social planner would choose. Therefore, in order to check
whether too many firms engage in advertising from a social viewpoint,
we set p = m, implying that all consumer surplus is absorbed in the
firms’ profits. In this case, (11.20) implies that it is socially optimal
to have two firms sending ads (rather than a single firm) if and only if
m/A = p/A > 1/16(1 — &]. However, Proposition 11.3 implies that a
weaker parameter restriction is needed for having an equilibrium where
two firms send ads. That is, m/A = p/4 > 2/[6(2 — ¢)]. Hence, in
Figure 11.2 the area between the curves given by 2/[6(2 — &)} < p/A <
1/16(1 — 8)] represents the parameter range where both firms advertise
in equilibrium, but it is socially optimal to have only one.

Proposition 11.4 In a model where some placed ads do not reach the
consumer, there exists @ parameter range where too many firms engage
in advertising from a social welfare point of view. Formally, if p=m
this range is given by 2/[5(2 — 8)] < p/A < 1/{5(1 8)].

Finally, what happens when the advertising technology improves, in
the sense that there is a higher probability that ads sent to consumers
actually arrive? Formally, when § — 1, the upper curve marked by
1/[6(1 — &)} — +oc0 which means for given values of m = p and A, there
always exist values of é sufficiently close to 1 such that it is not socially
optimal to have two firms engage in advertising. The intuition is as
follows. Since sending ads is costly, and since § — 1 implies that ads are
always received, then it is sufficient to have only one firm sending an ad
in order for the consumer to receive the information about the product.

11.3 Targeted Advertising

The literature on advertising assumes that advertising is either persua-
sive or informative. That is, the nature of advertising is always treated
as exogenously given, thereby ignoring the question of how firms choose
the content for their advertising.

The underlying observation is that societies are composed of hetero-
geneous consumers with different rankings (preferences) over products.
Thus, firms are unable to advertise and sell their brands to all types
of consumers and therefore must limit the scope of their advertising by
choosing a narrow group of consumers to which their advertising appeals.
There may be three reasons for that: First, it is impossible to classify
products’ attributes that are (highly) valued by all consumers. Second,
given the high cost of advertising, firms and advertising agencies may
find it profitable to narrow the scope of advertising to a limited group
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of consumers. Third, ignoring advertising costs, since product differen-
tiation may facilitate price competition, firms may intentionally choose
to target a limited consumer group.

The purpose of this section is to propose a framework for model-
ing firms’ choice of advertising methods and the resulting targeted con-
sumer group, where firms’ advertising must be confined to choosing a
single advertising method and therefore a single consumer target group.
For example, a firm may choose to advertise its brand by emphasizing
one attribute of the product that is preferred by at least one consumer
group but is not found in a competing brand. Alternatively, instead of
advertising the product’s attributes, a firm may target its advertising to
a certain age group (young or old) or to inexperienced consuers and
ignore the {attributes) quality differences among the competing brands.

11.3.1 Firms and consumers

There are two firms denoted by ¢, ¢ = 1,2, producing differentiated
brands, which we will refer to as brand 1 and brand 2, respectively.
There are two types of buyers: There are N consumers, who are first-
time buyers that we call the inexperienced consumers. In addition, there
are E consumers, who have purchased the product before and whom we
call ezperienced consumers. Figure 11.3 illustrates how the consumer
population is divided between consumer types. We assume that the

N inexperienced
consumers

N inexperienced -
consll).uners 0F experienced
brand 1-oriented

9L experienced

brand 1oriented (1 — @)E experienced

1 — §)E experienced
(15 )5 sxperience brand 2-oriented

Figure 11.3: Targeted advertising: Experienced versus inexperienced
consumers out of total population: Left: E < N; Right: E> N

group of experienced consumers is divided into two subgroups: those who
prefer to purchase brand 1 over brand 2, and those who prefer brand 2
over brand 1. Let 4, 0 < @ < 1, be the fraction of brand l-oriented
consumers (among experienced consumers). Therefore, (1 — @) is the
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fraction of brand 2-oriented consumers (among experienced consumers),
Thus, out of a total of E experienced consumers, there are 8E brand
1-oriented and (1 —~ #)F brand 2-oriented consumers.

11.3.2 Advertising methods

There are two advertising methods: A firm can use persuasive advertis-
ing, a strategy denoted by P. Alternatively, a firm can use informative
advertising, a strategy denoted by I. Thus, each firm ¢ chooses st from
an action set given by S = {P,I}. For our purposes, we assume that
no firm can employ more than one advertising method, that is, a firm
can choose P or I but not both! One justification for such a strong
assumption would be that advertising agencies tend to specialize in a
single advertising method (or philosophy). Therefore, if a firm would
like to use both advertising methods, it has to employ two advertising
agencies, which may increase cost more than profit.

To simplify our model, we assume that choosing advertising methods
is the only strategic variable available to firms. Thus, in this model, we
ignore prices and assume that firms seek to maximize the number of
consumers buying their brand. We denote by I1 = (z!, %) the vector
of profit levels {(which equals the number of customers buying from each
firm.) We make the following assumption:

AssuMPTION 11.1

1. Persuasive advertising attracts only inezperienced consumers. For-
mally, if firm i chooses s* = P, then

(a) if firm j does not use persuasive advertising, then all ineTperi-
enced consumers purchase brand i, that is, =* = N if s7 # P;

(b) if both firms use persuasive advertising, then oll inezperienced
consumers are equelly divided between the two firms, that is,
at=N/2 if 7 =p.

2. Informative advertising attracts only the experienced comsumers
who are oriented toward the advertised brand. Formally, if firm 1
chooses st = I, then n' = OF, and if firm 2 chooses s = I,
72 =(1-0)E.

Table 11.1 demonstrates the profit level of each firm and the industry
aggregate profit under all four possible outcomes (s',5%). We look for a
Nash equilibrium (see Definition 2.4) in the above strategies.

11.3 Targeted Advertising 293
[ Profit \ Outcome | (P, P) | (P, I P (LR 1 G4n |
! NJ2 N [ oK
w2 N/2 (1-6)F N (1-0)F
7! + 72 N N+(I-OE|8E+ N E

Table 11.1: Profits for firms under different advertising methods

Proposition 11.5

1. A necessary condition for having both firms using persuasive ad-
vertising is that the number of inexperienced consumers exceeds the
number of experienced consumers (N > E). In this case, (P, P} is
a unique equilibrium of 1 — % <8< -2—‘%

2. A necessary condition for having both firms using informative ad-
vertising is that the number of experienced consumers is more than
twice the number of inezperienced consumers (E > 2N ). In this
case, {I,I) is o unigue equilibrium if % <f#<l-— %

3. If brand 1 is unpopular emong experienced users, then firm I uses
persuasive advertising and firm 2 uses informative advertising.
Formally, (P, I) is en eguilibrivm if 6 < min{%; 1- 5%}

4. If brand 1 is sufficiently popular among ezperienced users, then
firm I uses informative advertising end firm 2 uses persuasive ad-
vertising. Formally, (I, P) is an eguilibrium if 8 > max{gg;1—

£}

Proposition 11.5 is illustrated in Figure 11.4. The upper part of Fig-
ure 11.4 corresponds to part 1 of Proposition 11.5, where the number of
experienced consumers is lower than the number of inexperienced con-
sumers. Both firms use persuasive advertising when the brands have
similar popularity among experienced users. As the number of experi-
enced consumers gets below K < N /2, the entire 8 range corresponds to
{P, P} where both firms use persuasive advertising. That is, for every
popularity parameter 8, the unique equilibrium is {P, P}.

The lower part of Figure 11.4 corresponds to part 2 of Proposi-
tion 11.5, where the number of experienced consumers is more than
twice the number of inexperienced consumers. In this case both firms
use informative advertising unless one brand is very popular among the
experienced consumers compared with the other brand. Ther, a firm
would use persuasive advertising only if its brand is very unpopular
among the experienced consumers. Finally, as the number of experienced
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P  |—— BP P
[E < N:]t % + 0
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Figure 11.4: Informative versus persuasive advertising

consuimners increases with no bounds, the entire popularity parameter 0
range corresponds to having both firms using only informative advertis-
ng.

Proof of Proposition 11.5.

Part 1: We look at firm 1. In this equilibrium, (P, P) = N/2. If firm 1
deviates and chooses s* = [, then n'(I, P) = 8E. Therefore, a deviation
is not profitable for firm 1 if N/2 > 8F, or if 8 < N/(2E}. Similarly,
firm 2 will not deviate if 1 -8 < N/{2E), or 8 > 1—N/(2E). In order for
this region to be nonempty, we must have it that 1 - N/(2E) < N/(2E),
implying that E < N.

Part 2: In this equilibrium, (I, 1) = 8E. If firm 1 deviates and chooses
s = P, then n!(P,I) = N. Hence, firm 1 will not deviate if 8E > N,
or if # > N/E. Similarly, firm 2 will not deviate if 1 — @ > N/E, or
§ <1 — N/E. In order for this region to be nonempty, we must have it
that N/E < 1 — N/E, implying that E > 2N.

Part 3: For firm 1, nt(P,I) = N. If firm 1 deviates to s* = I, then
7wt(I,I) = OF. Hence, firm 1 will not deviate if N > 6E or if § < N/E.
For firm 2, 72(P,I) = (1 — 8)E. If firm 2 deviates to s = P, then
w2(P, P) = N/2. Hence, firm 2 will not deviate if (1 — 8)F > N/2, or
9 < 1— N/(2E). Altogether, 8 < min{N/E;1 — N/(2E)}.

Finally, Part 4 can be proved in a similar way, and we leave it as an
exercise to the reader. [ ]

11.4 Comparison Advertising

Comparison advertising is defined as one in which the advertised brand
and its characteristics are compared with those of the competing brands.
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11.4.1 Comparison advertising: an overview

In the United States, no law ever prevented the use of comparison ad-
vertising. However, advertisers were reluctant to use it (Boddewyn and
Marton 1978). Only in the early 1970s, did television networks begin
to {extensively) broadcast comparison advertisements. Since then, com-
parison ads have become popular in the printed media as well as in the
broadcast media.

The EEC also began to address the issue of comparison advertising in
the late 1970s, suggesting that comparison advertising should be legal
as long as it compares material and verifiable details and is neither
misleading nor unfair.

The main advantage of comparison advertising is that the informa-
tion contained in a comparison advertisement provides consumers with
low-cost means of evaluating available products (Barnes and Blakeney
1982). In addition, comparison advertising makes the consumers more
conscious of their responsibility to compare before buying. It also forces
the manufacturer to build into the products attributes consumers want
and eventually to produce a better product. There are arguments sug-
gesting that comparison advertising does not assist consumer compar-
isons because the comparison will lack objectivity since the advertiser
will select only those aspects of his brand that are superior to those of
the competitors. The critics consider that the risk of consumer confu-
sion and deception is great in comparison advertising, partly because of
information overload.

In most countries where comparative advertising is legal, it is closely
monitored and regulated by government agencies. Different studies sug-
gest different figures on the relative use of comparative advertising.
Muehling, Stoltman, and Grossbart note that around 40 percent of all
advertising is comparative. Others (Pechmann and Stewart 1990, and
references) suggest that the majority of all ads are indirectly comparative
{60 percent, as opposed to 20 percent that contain direct comparative
claims; the rest are noncomparative).

11.4.2 Strategic use of comparison advertising

The model developed in section 11.3 can be modified to capture the
effects of comparative advertising. Assume that each firm has an action
set given by § = {4, C}, where C means that a firm uses comparison
advertising, and A means that the firm advertises its product without
comparing it to the competing brand.
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Following Assumption 11.1, we assume that

ASSUMPTION 11.2

1. Plain (noncomparative) advertising (A) attracts only the inezperi-
enced cOnsumers.

2. Comparison advertising (C) attracts only the experienced consumers

who are oriented toward the advertised brand.

Thus, plain (noncomparative) advertising is intended to inform con-
sumers about the existence of the product by informing the consumer
about a specific brand. The drawback of plain advertising is that it also
attracts new consuimners of the wrong type.

In contrast, comparison advertising informs the experienced mis-
placed consumers (wrong-brand users) about the difference between the
brand they have purchased in the past and their ideal brand. Thus,
a firm uses the comparison-advertising strategy to attract experienced
users who are oriented toward its brand.

The intuition behind Assumption 11.2 is simple. It is likely that
a comparison advertisement is meaningless for the inexperienced con-
sumer simply because a nonuser may not understand the way the prod-
uct and its features operate. Thus, an inexperienced consumer will not
comprehend an ad involving a comparison of the brands’ attributes. As-
sumption 11.2 suggests that the relevance of comparison advertising is a
consequence of prior experience with the product itself. Assumption 11.2
also suggests that plain advertising is not very relevant (irrelevant in our
extreme case) to the experienced user, since an experienced user defi-
nitely knows about the existence of the product and its basic features.
Although Assumption 11.2 sounds very intuitive, it has not been tested.
In fact, many experiments cited in the references (e.g., chapter 7 of Bod-
dewyn and Marton 1978) tend to find very little difference in the effects
produced by comparative and by noncomparative advertising. However,
none of these tests attempted to test them on experienced and first-time
buyers separately.

Applying Proposition 11.5 to the present case yields

Proposition 11.6

1. Comparison advertising is used by both firms when the majority of

the potential consumers are experienced. That is, when E > 2N.

2. Comparison advertising will not be used if the number of inex-
perienced consumers is larger than the number of inexrperienced
consumers. That is, when E < N.
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8. Comparison advertising is used by the populer firm producing the
more popular brand among the experienced consumers. That is, a
Jfirm would use comparison advertising when the fraction of expe-
rienced consumers oriented foward its brand is large.

11.5 Other Issues Concerning Advertising

11.5.1 Advertising and quality

Information about prices of products is often easier to acquire than in-
formation about the quality of products. It is relatively easy (although
costly) to find out the distribution of prices for TV sets. However, it is
difficult to find out the frequency of repair of various TV brands, for the
simple reason that producers do not release these data to consumers.

Several authors questioned whether information on quality can be
transmitted via advertising. That is, can advertising correctly inform
consumers on the quality of the product? If the answer is yes, then one
should ask what the exact relationship is between advertising and the
quality of the advertised product.

" Advertising a search good (if it occurs)} is likely to be honest because
lies will be detected immediately. Thus, false advertising of search goods
may hurt firms’ reputations rather than enhance them. This need not be
the case for experience goods, for which producers may gain from false
advertising (at least in the short run). Producers of experience goods
will attempt to develop all kinds of persuasive methods to get consumers
to try their products. )

There are few analytical models attempting to find the link be-
tween advertising and quality. Schmalensee (1978) finds that low-quality
brands are more frequently purchased, and that firms producing low-
quality products advertise more intensively. Thus, there is a negative
correlation between the intensity of advertising and the quality of the
advertised product.

Kihlstrom and Riordan (1984) develop a two-period model in which
high- and low-quality products are sold and high guality firms have an in-
centive to advertise in order to “trap” the consumers seeking to purchase
high-quality products in the second period, (i.e., trap repeat buyers).
Their model finds a positive correlation between advertising intensity
and the quality of the advertised product. On this line, which is similar
to the signaling model of subsection 8.4.6, Milgrom and Roberts {1986)
develop a signaling model in which a high level of advertising is used as
a signal sent by high-quality-producing firms to those consumers who
desire to purchase high-quality products. Bagwell (1994) and Bagwell
and Ramey (1994) argue that efficient firms operating under increasing
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returns tend to spend large amount on advertising to convince buyers
that large sales will end up with lower prices (due to lower cost). Thus,
efficient firmns would spend more on advertising than less efficient firms
to reveal their cost identity to the buyers.

11.5.2 Advertising and concentration

Basic intuition may lead us to think that in a (near) competitive indus-
try with a large number of firms, no firm would have an incentive to
advertise, since (persuasive) advertising may boost the demand facing
the industry, but may have only a small effect on the demand facing
the advertising firm. Thus, a “free rider” effect will generate little ad-
vertising. Recognizing this effect leads advertising associations in some
countries to advertise how good advertising can be.

This kind of argument generates the testable hypothesis that inten-
sive advertising (high advertising-expenditure-to-sales ratio) is associ-
ated with the more concentrated industries, (concentration measures
are analyzed in section 8.1). Orenstein (1976) summarized early empiri-
cal tests that attempted to investigate a connection between advertising
and concentration. From a theoretical point of view, this hypothesis can
be explained by an increasing-returns type of argument. Kaldor claimed
that if one takes an industry in which advertising is prohibited, and
then allows advertising, the larger firms would increase their advertising
expenditure at a faster rate than the smaller firms, thereby increasing
industry concentration. However, Telser (1964) demonstrated very little
empirical support for an inverse relationship between advertising and
competition. In addition, Orenstein (1976} tested for increasing returns
in advertising (say, resulting from a falling advertising cost associated
with an increase in advertising volume) but showed very little evidence
in favor of this hypothesis. For a very comprehensive recent empiri-
cal and theoretical study of the association between industry structure,
concentration, and advertising intensity, the reader is referred to Sutton
1991.

Several authors, including Sutton (1974), suggested that the relation-
ship between advertising and concentration need not be always monoton-
ically increasing and that there can exist a certain concentration level
at which advertising is most intensive. That is, the relation between
advertising and concentration may take the form of an (upside-down)
U-shaped function. Sutton suggested that industries with low concen-
tration are associated with low incentives to advertise together with low
opportunity, (by “incentive” Sutton meant the extra profit generated
by extra advertising; whereas, by “opportunity” he meant the success
of the advertising). However, Sutton suggested that in highly concen-
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_trated industries both the incentives and the opportunity are lower than
in medium-level concentrated industries because profit expectations tend
to be higher in medium-concentration industries.

11.5.3 Advertising and prices

Despite the fact that there is no significant evidence for the association
be-tween concentration and advertising intensity, there is, however, some
evidence on how advertising affects prices. Benham (1972) found that
the average price of eyeglasses in states where advertising eyeglasses is
prohibited is around twice the average price of eyeglasses in states where
eyeglasses are advertised. A similar test regarding the introduction of
toy advertising on television suggests a sharp price reduction following
this introduction.

‘ How can we explain this observation that high advertising intensity
Is associated with lower price, but not necessarily in a reduced market
concentration? We demonstrate it by the following simple example.
Let us first assume that there is only one firm (monopoly) selling a
pa.rFicula.r good, whose period 0 demand is given by @ = ag — p, where
ag is (or is positively related to} the period 0 level of advertising by
the monopoly. Let A denote the advertising cost. We assume a simple
form of increasing-returns technology represented by the following cost

function:
_ ] AtenQ Q<@
TO(A’Q)H{ AteQ HQ>Q*.

Thus, for a given advertising level A, the variable cost is discontinuous at
the output level Q*. Figure 11.5 illustrates that the marginal production
cost falls to ¢r, at output levels exceeding Q*, reflecting a situation where
at high output levels, the firm uses a different production method, say
employing assembly lines to assemble products or shipping production
overseas to low-wage countries. We saw in section 5.1 that the period 0
monopoly equilibrium is at a production level of QY = (ap—cy)/2 and
a price level of p} = (ag + cg)/2.

. Now, suppose that in period 1, the monopoly intensifies its advertis-
ing effort and spends A, > Ag on advertising. We assume that a higher
level of advertising shifts the demand to Q = a; — p, where a; > aq.
Figure 11.5 shows that the new equilibrium is associated with an output
level QM = (ay —¢;)/2 and a price of p} = (a; + cz)/2. Comparing
the prices associated with the two advertising levels yields

(11.21)

Proposition 11.7 Monopoly price M < p} if and only if ey —cp >
ay — ap. That is, edvertising reduces the monopoly price if and only if
the reduction in marginal cost associated with a higher production level
exceeds the level of change in the demand.
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Figure 11.5: Advertising-induced demand increase and falling prices

We have ignored the question of whether advertising is profitable for
this monopoly, since it simply depends on how the period 1 advertising
expenditure relates to the period 0 advertising level (i.e., on the magni-
tude of Ay — Ag). If this difference is relatively low, then the monopoly
will advertise and price will fall if the condition in Proposition 11.7 is
fuifilled. If the difference in advertising expenditure is large, then the
monopoly may choose not to increase its advertising level. In any case,
we have shown that it is possible to have a situation where prices fall
(or rise) when advertising increases but the industry concentration level
remains unchanged (in this case concentration remains at the level of
100 percent).

The conclusion from this experiment demonstrates a very well known
econometric problem in which looking at data on prices and quanti-
ties cannot reveal what has happened to concentration, since prices and
quantities may be affected by demand and production cost changes at
the same time.

11.6 Appendix: Advertising Regulations

Advertising regulation has two purposes:

1. Regulation prevents firms from using advertising in a way that
limits the competition among the firms in the industry.

2. Regulation is intended to protect consumers from false advertising
and misrepresentations. In additior, some (negative) advertising,
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such as the labels on clothes, or smoking-alert labels on cigarettes,
is sometimes mandated by governments.

The main difficulty in establishing advertising regulations stems from
the fact that these two goals may in some cases conflict with one an-
other. That is, in order to protect the consumer against misrepresen-
tations, the FTC or the local government have to limit the scope of
advertising. However, restricting advertising may hamper the operation
of the competitive process. A second difficulty in regulating advertising
stems from the fact that many countries allow free speech (including
commercial free speech), implying that producers are free to advertise
their products and services. Yet producers of product or services tend
to misrepresent their products and services, thereby leading some con-
sumers to believe that they buy what they want, although they actually
do not.

In the following subsections we discuss some advertising regulations
in two large markets: The United States and the EC. The interested
reader is referred to Barnes and Blakeney 1982, McManis 1988, and
Maxeiner and Schotthéfer 1992 for extensive discussions and analysis of
country-specific advertising regulations.

11.6.1 The United States

We focus most of our discussion on the United States since advertising
is used most intensively in the United States, and (paradoxically) ad-
vertising is heavily regulated in the United States. In the United States,
‘ederal, state, and local governments independently regulate advertising.
Concurrent regulation is not contradictory, since state laws should not
conflict with federal laws. In practice, advertising laws differ from state
to state. :

Federal advertising legislation is found in two major laws: the Federal
Trade Commission Act and the Trademark (Lanham) Act. In practice,
the FTC issues advertising guidelines to the industry. States create their
own versions of the FTC Act. Finally, the private sector is also active
as a self-regulator by imposing many rules via organizations such as the
Consumers’ Union and Better Business Bureaus.

Under the First Amendment to the U.S. Constitution, freedom of
speech is protected. However, freedom of speech applies only to truthful
advertising; that is, false advertising is not protected.

The Trademark (Lanham}) Act prohibits the use of false designations
of origin and false or misleading descriptions of fact and the representa-
tion of a fact. This includes the prohibition of the creation of confusion
about the origin, sponsorship, and approval of goods and services. The
FT'C Act prohibits any unfair methods of competition, including dis-
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semination of false advertisements. There is the question of which ads
constitute false or misleading advertising. First, misleading advertising
has to be material (i.e., it should affect the consumers’ decisions). Sec-
ond, the claims {or implied claims) made in the ad have to be false,
where omissions do not constitute false advertising. Third, the ads have
to mislead a substantial fraction of the audience, where the audience is
expected to have a “reasonable” interpretation.

The FTC requires that the advertisers {advertising agencies) will
have bases for their advertised objective claims. Subjective claims such
as “this product has changed my life (for the good or for the bad})”
need not be substantiated. This guide is particularly important for the
case of comparison advertising, which is perfectly legal (even somewhat
encouraged) in the United States, but all claims must be substantiated.

Finally, in the United States there are special federal laws that ad-
dress special products and services. For example, advertising cigarettes
on TV is prohibited. Special regulations prevail for advertising financial
investments and drugs.

11.6.2 The European Community

Advertising in Europe is generally regulated by national laws. Regula-
tion by the EC takes the form of directives to governments, meaning
that the member countries would have to adopt their own laws in order
to achieve the (directed) results.

The EC Treaty guarantees the freedom of movement of goods and
services across member states. This implies the freedom of transna-
tional advertising. Thus, the idea is to promote a market favorable to
all member states’ products. The EC directive toward TV and radio ad-
vertising is intended to limit the ads separable from the programs to a
maximum of 20 percent of the broadcasting time. The ads should not be
discriminative on the basis of nationality or any other basis. Cigarette
advertising is prohibited, and advertising alcoholic beverages on TV is
restricted. In addition, comparison advertising is legal as long as it
is based on substantiated grounds. (Australia also allows comparison
advertising based on testable claims [see Barnes and Blakeney 1982]).

Finally, the EC has also issued some directives concerning misleading
advertising, thereby encouraging member states to adopt medsures in
order to prevent it.

11.7 Exercises

1. Congratulations! You have been appointed o become a CEOQ of UGLY,
Inc., the sole producer of facial oil skin-life extender. Your first as-
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signment is to determine the advertising budget for next year. The
marketing department provides you with three important information
items: (a) The company is expected to sell $10 million worth of the
product. (b) It is estimated that a 1 percent increase in the advertis-
ing budget would increase quantity sold by 0.05 percent. (c) It is also
estimated that a 1 percent increase in the product’s price would reduce
quantity sold by 0.2 percent.

(a) How much money would you allocate for advertising next year?

(b) Now, suppose that the marketing department has revised its esti-
mation regarding the demand price elasticity to 1 percent increase
in price, resulting in a reduction in quantity sold by 0.5 percent.
How much money would you allocate to advertising after getting
the revised estimate?

{c) Conclude how a change in the demand price elasticity affects ad-
vertising expenditure.

2. In PFuture City there are two fortune-tellers: Ms. o and Mr. 5. Each
fortune-teller charges a fixed (regulated) fee of $10 for one visit. Let
Aj; denote the advertising expenditure of fortune-teller i, 1 =, 8. The
number of clients visiting each teller (per unit of time) is denoted by n;,
t = @, 3. We assume that n; depends only on the advertising expendi-
ture of both tellers. Formally, let

—o3 (%) gy (A
ﬂa—ﬁ S(Aa and 'n5=6—3(1;)

Thus, the number of clients visiting teller « increases with a’s adver-

tising expenditure and decreases with §’s advertising expenditure. Al-

together, assume that each fortune-teller ¢ has only one choice variable,
which is the advertising level, and therefore chooses 4; to maximize the
profit given by

A

A;

(a) Compare the number of visitors and the profit level of each fortune-
teller when A, = Az = $1 and for A, = Ag = $2. What can you
conclude about the role of advertising in this city?

(b) Calculate and draw the best-response function of teller 8 as a
function of the advertising expenditure of teller a. (In case you
forgot how to define best-response functions, we first used them in
section 6.1).

m(A.,,,A,g)=10ni—A;=10[6——3 ]—A,-, i=a,p.

{c) Calculate the tellers’ advertising level in a Nash equilibrium.

{d} In view of your answer to (a), is the Nash equilibrium you found
in (c) optimal for the fortune-teller industry?

(e) Is the equilibrium you found stable?

3. Prove part 4 of Proposition 11.5. Hint: Follow the same steps as in the
proof of part 3. '
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Chapter 12

Quality, Durability, and
Warranties

Anybody can cut prices, but it takes brains to make a better

article.
—Philip D. Armour (1832-1901)

‘We observe that products within the same category are distinguished by
a wide variety of characteristics. Cars, for example, are differentiated by
engine size, horse power, gas consumption, body size, number of doors,
body shape (sedan vs. hatchback), transmission (manual vs. automatic),
and luxurious components such as air condifioning, radio, seat covers,
electric windows, electric seats.

We tackled the issue of product differentiation in chapter 7, where we
analyzed markets with firms’ target brands for different consumer pop-
ulations and showed that product differentiation facilitates price com-
petition. In this chapter, we wish to focus on one aspect of product
differentiation that we call quality. The only aspect of quality not ex-
plicitly analyzed is the risk (health hazard) involved in using the product
(see Oi 1973).

We also confine part of the analysis in this chapter to one particular
aspect of quality that we call durebility. The reason for focusing on
durability separately from quality is that durability is related to the
time dimension, which has a direct impact on the frequency of repeated
purchase by consumers. For this reason some economists have argued
that market structure has a strong effect on the durability aspect of the
product but not necessarily on other quality aspects of the product.

In general, it is hard to point out what constitutes the quality of a
certain product since quality has many dimensions. Using the exam-
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ple of the car, we note that quality could mean acceleration, frequency
of maintenance, frequency of repair, comfort, and safety. Any reader
of the consumer magazines will notice that consumer magazines rarely
recommend one brand over all others for the simple reason that quality
has many dimensions. That is, recommendations for choosing a certain
brand are generally given conditionally on the specific needs of the user.
In most cases, consumer magazines provide the readers with tables for
comparing from ten to thirty features among the popular brands. Hence,
in general, brands are noncomparable on the basis of quality since each
brand can be highly ranked because it has some features that are not
available with other brands.

For this reason, since multidimensional modeling of quality is very
difficult, we will follow the literature and assume that quality can be
measured by a real number. Thus, we assume that a higher-quality
product is indexed by a higher real number. Using this simplified mea-
sure of quality, we analyze in section 12.1 {Personal Income and Quality
Purchase) the relationship between consumer-income distribution and
the quality of products they purchase. Section 12.2 (Quality as Ver-
tical Product Differentiation) explains why firms produce brands with
different qualities. Section 12.3 (Market Structure, Quality, and Dura-
bility) discusses a thirty-year-old, still ongoing debate, about whether
monopoly firms produce a less durable product tharn firms under compe-
tition. Section 12.4 (The Innovation-Durability Tradeoff) analyzes the
effect of product durability on the frequency of introduction of new, im-
proved products. Section 12.5 (The Market for Lemons) analyzes the
market for used cars and demonstrates how the existence of bad cars
can drive good cars from the used-car market. Section 12.6 (Quality-
Signaling Games) demonstrates how high-quality firms can set their
price structure in order to signal the quality of their products. Sec-
tion 12.7 (Warranties) analyzes the role that warranties can play when
the quality of the product is unknown prior to the actual purchase. In
the appendix, section 12.8 provides a short summary of products-liability
laws.

12.1 Personal Income and Quality Purchase

We provide now a short illustration of how the Ievel of personal income
affects the quality of brands purchased by different-income consumers.
In a series of models, Gabszewicz and Thisse (1979, 1980} and Shaked
and Sutton (1982) use the following model to determine what the levels
of qualities are and the number of different quality brands that are pro-
duced in an industry with free entry and exit. For the sake of brevity,
we skip the analysis of the firms and concentrate only on consumers.
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Consider an industry with two firms producing brands with different
qualities: quality level £ = H and quality level k = L, (H > L > Q).
There are two consumers denoted by i, ¢ = 1,2. The income of con-
sumer 1 is given by [;, and the income of consumer 2 by I, where
I, > I3 > 0. Thus, consumer 1 is the high-income consumer and con-
sumer 2 is the low-income consumer. Each consumer buys only one unit
of the product. The utility level of consumer ¢, i = 1,2 is given by

Ui = { H(I; —py) if he buys the high-quality brand (12.1)

L({I; —pr}  if he buys the low-quality brand.

"This utility function has the property that for given prices, the marginal
utility of quality rises with an increase in the consumer’s income.

" The following proposition demonstrates how different-income con-
sumers are assigned to different quality products under the utility func-
tion given in (12.1).

Proposition 12.1

1. If the low-income consumer buys the high-quality brand, then the
high-income consumer definitely buys the high-quality brand.

2. If the high-income consumer buys the low-quality brand, then the

low-income consumer definitely buys the low-quality brand.

Proof. To prove part 1, let U;(k) denote the utility level of consumer 2
when he buys the brand with quality k. We want to show that

Ur(H)=H(I1 — pg) > L{I, — p) = U1 (L).

From (12.1) we have it that since consumer 2 buys the high-quality
brand then it must be that

Ua(H) = H(Iz - pg) > L{Iz — pr) = U2(L).

Hence,
(H — L)Iz > Hpg — Lpyr.

Since Iy > I, we have it that
(H— L)Il > (H — L)Iz > Hpy — Lpr.

Therefore,
H(I; — pr) > L(I1 — p1)-

This concludes the proof for the first part. The second part is left as an
exercise in section 12.9. ]
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"There have been several applications for the model presented above.
Gabszewicz and Thisse (1979, 1980) and Shaked and Sutton (1982)
present models based on the utility function (12.1) with more than two
possible quality levels and show that even under free sequential entry,
only a small number of different-quality brands will be produced.

12.2 Quality as Vertical Product Differentiation

n subsection 7.3.1 we introduced the Hotelling location (address) ap-
proach_to product differentiation. We interpreted the location of each
consumer as his preference for, say, a certain degree of sweetness desired
in a chocolate bar, where distance between a consumer and the firm is
proportional to the consumer’s disutility {from the specific brand it sells.
Another interpretation for the Hotelling model is simply the physical
location of two stores, where consumers must bear per-unit-of-distance
transportation cost. In this section we modify the Hotelling model to
capture quality differences among differentiated brands.

12.2.1 Vertical differentiation in the basic Hotelling model

The Hotelling model developed in subsection 7.3.1 was classified as a
model of horizontal differentiation for the simple reason that, given that
the firms are located in the same street as the consumers, there always
exist consumers who would rank the two brands differently. That is,
in the Hotelling model, assuming that all brands are equally priced, the
consumer who is closer to firm A than to firm B would purchase brand A,
whereas a consumer who is closer to firm B would purchase brand B.
Thus, given equal prices, brands are not uniformly ranked among all
consumers, and for this reason we say that the brands are horizontally
differentiated.

Phlips and Thisse (1982) emphasized the distinction between hori-
zontal and vertical product differentiation in the following way:

DEFINITION 12.1

1. Differentiation is said to be horizontal if, when the level of the
product’s characteristic is augmenied in the product’s space, there
ezists a consumer whose utility rises and there exists another con-
sumer whose utility falls.

2. Differentiation is said to be vertical if all consumers benefit when
the level of the product’s characteristic is augmented in the product
space.
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Figure 12.1 illustrates a simple diagrammatic comparison between hor-
izontal and vertical-quality differentiation (for a comprehensive discus-
sion of horizontal and vertical differentiation see Beath and Katsoulacos
1991). In Figure 12.1 all consumers are located between points 0 and 1.

{ 1 { 1

0 A B 1

0 1 4 B

z

Figure 12.1: Horizontal versus vertical differentiation. [Up: horizontal
differentiation; Down: vertical differentiation

The upper part of Figure 12.1 is the same as the Hotelling horizontal-
differentiation model displayed in Figure 7.7. In this case, given equal
prices, the consumers located near firm A prefer brand A over brand B,
whereas consumers located near brand B prefer brand B over brand A.
In contrast, the lower part of Figure 12.1 illustrates an industry with
vertically differentiated brands where all consumers prefer brand A4 over
brand B (since all consumers are located closer to A than to B).

12.2.2 A modified Hotelling vertical-differentiation model

The basic Hotelling model developed in subsection 7.3.1 is based on
preferences given in (7.17) and refers to the “street” illustrated in Fig-
ure 12.1. In what follows, we modify the utility funciion (7.17) so that
instead of having consumers gain a higher utility from the nearby brand,
all consumers would have their ideal brand located at point 1 on the [0, 1}
interval. This modification would allow us to model product differenti-
ation where firms still locate on the [0, 1] interval (and not ocutside this
interval).

There is a continuum of consumers uniformly distributed on the in-
terval [0,1]. There are two firms, denoted by A and B and located at
points a and & (0 < a < b < 1) from the origin, respectively. Figure 12.2
illustrates the location of the firms on the [0, 1} interval.

The utility of a consumer located at point =, = € [0, 1] and buying
brand i, i = A, B is defined by

- ar—pg i1=A
v.y={ pe TP 23 (122)

where py and pg are the price charged by firm A and B, respectively.
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Figure 12.2: Vertical differentiation in a modified Hotelling model

We seek to define a two-period game, where firms choose location in
the first period, and choose price in the second period, after locations
have been fixed. Before defining the game, let us solve for a Nash-
Bertrand equilibrium in prices, assuming fixed locations as illustrated in
Figure 12.2.

Let 4 denote a consumer who is indifferent to whether he or she buys
from firm A or firm B. Assuming that such a consumer exists, and that
consumer & locates between the two firms, that isa < & < b, the location
of the indifferent consumer is determined by

Us(A) = ait — pa = b& - p5 = Us(B)- (12.3)

Thus, the utility of consumer indexed by £ from buying brand A equals
his utility from buying brand B. Therefore, assuming that ¢ < & < b,
the number of consumers buying from firm A is &, whereas the number
of consumers buying from firm B is (1 — £). Solving for £ from (12.3)
vields _

ﬁ:?z—_zﬁ and 1—£=1—13’g_—§ﬁ. (12.4)

Figure 12.3 provides a graphic illustration of how % is determined.
The left-hand side of Figure 12.3 illustrates the utility for a consumer
located at any point 0 < z < 1 when he or she buys brand A and when
he or she buys brand B, assuming that pg > pa. By definition, for the
consumer located at £, the utility from buying A equals the utility from
buying B. Moreover, Figure 12.3 shows that all consumers located on
[0, 2] gain a higher utility from purchasing brand A (lower quality) than
from purchasing brand B. Similarly, all consumers located on {Z, 1] gain
a higher utility from purchasing brand B (higher-quality brand) than
from purchasing brand A.

Note that, as in subsection 7.3.1, we assume here that consumers
always buy one unit from firm A or from firm B. In contrast, assuming
a reservation utility of zero would generate a group of consumers who
do not purchase any brand. Formally, if a reservation utility of zero is
assumed, all consumers indexed on {0, z] (where consumer z, z = pa ja
is drawn in Figure 12.3) will not purchase any brand. In this case, the
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Uz(B) Uz(B)
Uz{A)
Uz (4)
_ 0 1 T ™~z 0 z
Pat z 2 1 —pg 1
—pB —PA

Fi@re 12.3: Determination of the indifferent consumer among brands
vertically differentiated on the basis of quality. Left: pa < pp, Right:
ba > pg

number of A buyers would be reduced to the size of the interval [z, £].
Exercise 1 in Section 12.9 addresses the case of reservation utility.

It is also clear from the right-hand side of Figure 12.3 that if the price
of the lower-quality brand (brand A) is higher than the price of the high-
quality brand (brand B), (pa > pg), then all consumers purchase only
the high-quality brand {brand B}).

For given locations of firms (a and b), in the second period each firm
takes the price set by its rival firm as given and chooses its price to
maximize its profit level. Formally, irm A and B solve

max7a(a,5,p4,p8) = Pad=pa [W} (125)
maxnp(a,b,p4,p8) = pp(1—%)=pp [1 - m_—_&,_] :
b—a

{&fter introducing all the assumptions for this model, we now pause
to give a precise definition for this two-period game. We simply look for
a subgame perfect equilibrium as described in Definition 2.10 on page 27.

DEFINITI-ON 12.2 The quadruple < a®,b%,p%{a,b), pg(a,b) > is said fo
be a vertically differentioted industry equilibrium if

Second period: For (any) given locations of firms (a and b), p§(a,b)
and p§(a,b) constitute o Nash equilibrium.

First period: Given the second period-price functions of locations p% (a, b),

pg(a,b), and £(p%(e,b),p%(a, b)), (a®,b°) is a Nash equilibrium in
location.
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Definition 12.2 is a subgame perfect equilibrium (see Definition 2.10
on page 27) in which, in the first period, firms choose locations t:ak%ng
into account how their choice of location will affect the second-period
equilibrium prices and hence profit levels. It is important to note that
the equilibrium actions of the firms in the second periods are functions
(not scalars) of all possible given locations of firms.

We now proceed to solve the model, starting from the second period.
The first-order conditions to (12.5) are given by

_ 2pp —
0o Oma _pE=2P4 0078 _ 1 _PBETPA (194
6}’/’. b —a 8;03 b —a
Hence, 20b )
b— e —a
pil(a,’ b) = and pB(a” b) = _"3—'- (127)

Note that both equilibrium prices exceed marginal cost despite the fact
that one firm produces inferior quality.
Equation (12.7) reveals that

Proposition 12.2 The firm producing the higher-quality brand chfzrges
a higher price even if the production cost for low-quality products is the
same as the production cost of high-quality products.

Substituting (12.7) into (12.5) yields that
b—a)? b—a)? b—a
mala, b} == bia [2( 5 ) _{ g ) ] =3 (12.8)

1 [2(b—a)? 4{b—a)? 2(b — a)? =4(b—a)
[ 5 9 T 9 ] TR

wi(a,b) s

We now move to the first period, where firm A takes b° as given and
maximizes ma({a,b) given in (12.8), whereas firm B takes a® as given
and maximizes wg(a®, b).

It is easy to see that firm A would choose to produce the lowest
possible quality and locate at a® = 0, whereas firm B would choose t.o
produce the highest possible quality and locate at 6 = 1. This result is
known as the principle of mazimum differentiation. Formally,

Proposition 12.3 In a vertically differentiated quality model each firm
chooses mazimum differentiotion from its rival firm.

Are you confused? Well, you should be confused since in the horizontal
differentiation model of subsection 7.3.1 we showed that when trans-
portation costs are linear, firms tend to move toward the center (min-
imum differentiation). However, in a vertical (quality) differentiation
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model the principle of maximum differentiation applies. The reason for
this difference is that in a vertically differentiated products model firms
specialize in the production of quality for a certain consumer group.
Maximum differentiation implies that firms can increase their market
power in their targeted consumer group.

12.3 Market Structure, Quality, and Durability

There is an extensive literature debating the relationship between the
degree of a firm’s monopoly power and the quality or durability it chooses
to build into a product (see a survey article by Schmalensee [1979]).
That is, the main question is whether a monopoly firm that is known to
distort prices and quantity produced (see chapter 5} also builds a shorter
durability or a lower guality into its product than does a competitive
industry.

Earlier writers on this subject, Kleiman and Ophir (1966) and Lev-
hari and Srinivasan (1969), concluded that firms with monopoly power
have the incentives to produce goods of lower durability than would be
produced by firms in a competitive market.

Contrary to this literature, Swan (19702, b, 1971) has demonstrated
that there is actually no implied relationship between monopoly power
and durability. Swan’s novel result is known in the literature as the
Swan’s independence result. This result gave rise to an extensive litera-
ture examining the robustness of the independence result. Levhari and
Peles (1973) demonstrated that durability built in a product produced
by a monopoly can be longer or shorter than under competition. In addi-
tion, they have shown that partial regulation of a monopoly that chooses
strategies of quantity produced (or price) and durability (or quality) can
reduce welfare, where partial regulation is defined as a restriction by the
regulating authority on either the quantity produced or the guality but
not on bhoth.

Kihlstrom and Levhari (1977) examine the robustness of Swan’s re-
sult by analyzing the effect of increasing returns-to-scale (IRS) tech-
nologies on. the production of durability. Spence (1975) developed a
fixed-cost (implying an IRS technology) model to measure the diver-
gence between the socially optimal quality level and the monopoly’s
equilibrium quality level.

The debate on Swan’s independence result will probably continue
forever. However, the reader is advised to learn the arguments given by
the authors participating in this long debate.

In this section we provide a simple illustration of the Swan’s inde-
pendence result by considering a monopoly firm selling light bulbs with
variable durability. Let us consider a consumer who lives for two periods
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and desires light services for two periods. Assume that the consumer is
willing to pay an amount of $V (V > 0) per each period of light services.

On the supply side, assume that light bulb-producing firms possess
the technology for producing two types of light bulbs: a short-durability
light bulb yielding light services for one period only, and a long-durability
light bulb yielding light services for two periods. The unit cost of pro-
ducing the short-durability light bulb is denoted by ¢®, and the unit
cost of producing a long-durability light bulb is denoted by el, where
0<c®<V,0<el <2V, and ¢ < b

For simplicity we ignore discounting and analyze market equilibria
under extreme market structures: monopoly and perfect competition.

Monopoly firm producing light bulbs

The monopoly firm has the option of selling short- or long-durability
light bulbs and to charge a monopoly price for either type of bulbs. First,
suppose that the monopoly sells short-durability light bulbs. Then,
since the consumer is willing to pay $V per period of light services,
the monopoly would charge p¥ = V per period and would sell two units
(one unit each period). Hence, the profit of a monopoly selling short-
durability light bulbs is given by

78 =2V - ). (12.9)

Now, suppose that the monopoly sells long-durability light bulbs.
Since the light bulb lasts for two periods, the monopoly charges a price of
pl = 2V. Hence, the profit of the monopoly firm selling long-durability

light bulbs is given by
t=2v - (12.10)

We would like to know under what condition the monopoly produces
Jong- or short-durability light bulbs. Clearly, the monopoly produces
short-durability bulbs if #¥ > nl. Comparing (12.9) with (12.10) yields

Proposition 12.4 A monopoly producer of light bulbs would minimize
the production cost per unit of duration of the light bulb. Formally, the
monopoly would produce short-durability light bulbs if 2¢% < c”, and
would produce long»dumbility bulbs if 2¢5 > b,

Proposition 12.4 illustrates Swan’s argument that despite the fact that
there is only one seller, the monopoly’s decision about which type of
bulb to produce depends only on cost minimization and not on the
market conditions, such as the demand structure. However, to show
Swan’s complete argument, we investigate which type of light bulbs are
produced in a competitive industry.
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Competitive light bulb industry

Under perfect competition, the price of each type of light bulb drops to
its unit cost. Hence, p° = ¢® and p* = ¢f. The consumer who desires
two periods of light services would purchase a short-duration light bulb
if 2(V —p®) > 2V — pL, or, if, 2¢% < P, Similarly, consumers purchase
long-durability light bulbs if 2V — p¥ > 2(V — p%), or if ef < 2¢5.

Hence, we can state Swan’s independent result by the following
proposition:

Proposition 12.5
1. The durability of light bulbs is independent of the market structure.

2. The firms would choose the level of durability that minimizes the
production cost per unit of time of the product’s services.

It is important to note that this analysis assumes that our consumer
is only concerned with the length of time service is provided by the
product and does not attach any other value for durability per se. This
is rather an extreme assumption since if, for example, cost minimization
vields the decision that light bulbs with durability of five minutes are
produced, then this means that our consumer has to replace a light bulb
every five minutes. Given that our consumer may attach value for the
time it takes to buy and replace a light bulb, it is unlikely that consumers
will purchase short-duration light bulbs. Similarly, if cost minimization
yields the decision that only single-shave razor blades are produced, then
consumers will have to buy a stock of 365 razor blades each year. In this
case, it is clear that consumers would be willing to pay more than five
times the amount they are willing to pay for a single shave blade for a
five-shave blade.

12.4 The Innovation-Durability Tradeoff

All of us often wonder what to do with our old washing machine, black-
and-white TV, typewriter, personal computer, turntable, or stereo. When
technologies keep changing rapidly, consumers desire new-technology
products while they still receive some benefits from the older-technology
product that they still own. If all consumers have similar preferences,
and hence all desire the new-technology products, old-techneclogy prod-
ucts cannot be sold in a market for used products. Hence, we sometimes
get the feeling that with a rapidly changing technology, goods are too
durable. That is, we often say to ourselves some variation of: “My old
computer dees not want to break down, so I dor’t know what to do with
it once I replace it with a newer model.” '
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The question we investigate in this section is whether and under what
conditions firms may produce products with excess durability, from a
social point of view. In other words, under what conditions do firms
find it profitable to produce goods that will last for a very long time so
that firms entering with new technologies will not be able to introduce
and sell new products owing to the large existing supply of durable old-
technology products.

This problem is analyzed in Fishman, Gandal, and Shy 1993 in an
infinite-horizon overlapping-generations {ramework. Here, we merely il-
lustrate their argument in a two-period model, with a simplifying as-
sumption that in each period there is only one firm.

Consumners

In period t = 1, there is only one consumer who seeks to purchase
computer services for the two periods of his or her life, t = 1,2. In
period t = 2, one additional consumer enters the markets and seeks to
purchase one period of the product’s services.

Let V; denote the per period gain from the quality of the technology
imbedded into the product a consumer purchases in period ¢, and let p:
be the corresponding price. Altogether, the per period utility of each
consumer purchasing period ¢ technology is

U = V; —p, if purchasing the period ¢ technology product
Y10 if not purchasing.

(12.11)

Firms

There are two firms. Firm 1 (operating in period 1 only) is endowed
with an old technology providing a (per period) quality level of v° to
consumers. Firm 2 (a potential entrant in period 2} can produce the old-
technology product (v°); however, in addition, firm 2 is endowed with
the capability of upgrading the technology to a level of oV, o > 9 for
an innovation cost of £ > C.

On the production side, we assume that the production cost is in-
dependent of the technology level but depends on the durability built
into the product. Durability affects production costs since long-lasting
products are generally made with more expensive material (say, more
metal relative to plastic cases and moving parts). We say that the prod-
uct is nondurable if it lasts for one period only. That is, a nondurable
product is assumed to completely disintegrate after one period of us-
age. We say that the product is durable if it lasts for two periods. The
unit production cost of a nondurable is denoted by ¢V P, whereas the
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unit production cost of a durable is denoted by ¢, where we assume
that ¢ > ¢¥P. That is, we assume that durable goods are more costly
to produce than nondurables. With no loss of generality, we also assume
that the production of a nondurable product is zero (¢¥P = 0).

The two-period, two-firm game is described as follows: In period 1
firm 1 sells the old-technology product and therefore has to decide which
price to charge, (p1) and whether to produce a durable () or a non-
durable (N D) product. In this second period, firm 2 obviously chooses
to produce a nondurable (since the world ends at the end of period 2)
and hence has to decide whether to invest in adopting the newer (v%)
technology and the price (p;). Figure 12.4 illustrates this two-period
game.

Firm 1 moves Firm 2 moves {pa; o™V}
! (o D} ¢
;\o&
{p2; v}
| {m;ND} *
t=1 t=2 {p2;v°}

Figure 12.4: Innovation and durability

Below, we analyze two situations based on whether firm 1 produces
a durable or a nondurable in period 1.

Second-period pricing, given that first-period production is nondurable

In the second period firm 2 offers either the old-technology v© product
for sale, or invests I for the adoption of its new-technology v® product.
The pricing and innovation decision of firm 2 are summarized by

vN 200N — w9y > T
Pz = w2 =
9 if 2N —0v9) < I 200 if 20 — %) < I
(12.12)
That is, when firm 1 produces a nondurable in period 1, then in period 2
both the old and the new consumers seek to purchase the product. If
the innovation cost is sufficiently low, firm 2 invests in the improved
technology and sells it to the old and new consumers. However, if T

20N — 1 if 2N ~ @) > T
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is high, firm 2 sells the old technology to both the old and the new
CONSUIMErs.

Second-period pricing, given that the first-period product is durable

Now, suppose that firm 1 sells a durable in period 1. Then, in period 2,
the old consumer already possesses the v technology product. In this
case, firm 2 has two possibilities: It can price its new-technology product
low enough at pf = vV —v©, which induces the old consumer to discard
his old-technology durable and purchase the new product (¢#™); in this
case, 7& = 2(v™Y —v©) — I. Or, it can price it high at pj = v, so that
only the new consumer purchases the new-technology product, while the
old keeps using the old durable product. In this case, = oV — 1.

Comparing 7§ with 74 yields:

Proposition 12.6 Suppose that firm 1 sells a durable to period 1 con-
sumer. Then, in period 2, firm £ sells the new-technology product if
I < max{2(v™ —v9);vN}. In this case,

1. if oV > 200, firm 2 sells its new-technology product to both the old
and new consuwmers;

2. if vV < 209, firm 2 sells its new-technology product to the new
consumer only.

First-period durability choice

In period £ = 1, firm 1 chooses a price (p;) and whether to produce a
durable or a nondurable. If firm 1 sells a nondurable, (12.11} implies
that the maximum price firm 1 can charge for selling one period of the
product service is pMP = v?. In this case, 7]'P =9 - VP = vC.

In contrast, if firm 1 sells a durable, (12.11) implies that the maxi-
mum it can charge is given by p? = 20, since in this case the product
provides a service of v© for two periods. In this case, o = 2w — P,

Therefore, comparing 7P with 72 yields

Proposition 12.7 Firm 1 produces a durable if v > cP. Otherwise,
it produces a nondurable.

Proposition 12.7 is rather simple. Firm 1 would produce a durable if
the extra profit from charging for second-period product service exceeds
the difference in cost between producing a durable and a nondurable
(P — NP = cP).
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Durability, innovaetion, and welfare

We define the social-welfare function as the sum of consumers’ utility
levels and the firms’ profits over the two periods given by

WEU11+U21+U2+T(1+W2 (12-13)

where U} and U} are the utility levels of period 1 consumer in periods 1
and 2 respectively; Uy is the utility level of the consumer who lives in
period 2 only, and =, is the profit of the firm operating in period {.

We conclude from the previous analysis that there could be three
types of equilibria: (1) firm 1 produces a durable or a nondurable; (2}
firm 2 innovates and adopts the new technology or does not innovate;
(3} the combination of the two possibilities. The type of equilibrium
that obtains is determined by the exact parameter values. In order to
restrict the parameter range to interesting cases, we assume that

AssuMPTION 12.1 v? > P, and max{2(v? — v?);oN} < I < 207,

The first part of Assumption 12.1 implies that the first-period firm would
find it profitable to produce a durable product. The second part implies
that the innovation cost for the new technology is at an intermediate
range.

Wé now state our main proposition:

Proposition 12.8 Under Assumption 12.1,

1. firm 1 produces a durable, innovation will not occur, and only the
old-technology product will be sold; and

2. this outcome is dominated, from a social-welfare viewpoint, by an
outcome where firm 1 produces a nondurable instead of a durable.

Proof. Since v© > ¢P, Proposition 12.7 implies that firm 1 produces a
durable in period 1. Now, by way of contradiction suppose that firm 2
innovates. Then, if firm 2 sells to both consumers, 73 = 2(2N —0v9)-T <
0 by Assumption 12.1. Similarly, if firmm 2 innovates and sells only to
the young consumer, 7f = v¥ — I < 0, also by Assumption 12.1: a
contradiction. Hence, firm 2 will not innovate, which proves part 1 of
the proposition.

To prove part 2, we first calculate the social welfare under this
outcome (firm 1 produces a durable and firm 2 does not innovate).

In this case, p; = 20°, 1, = 200 — P, p, = v9, m = v°, and
Ul = UZ = U, = 0. Hence, using (12.13)
WP =39 - cP. (12.14)
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Now, suppose that for some reason, firm 1 is forced to produce a non-
durable. Then Assumption 12.1 implies that firm 2 does not innovate. In
this case, p; = v°, m = v, pz =02, 1y = 09, and U} = UZ = U> = 0.
Hence, using (12.13)

WND = 3,9, (12.15)

Comparing (12.14) with (12.15} implies that WND > WP, [ ]

The intuition behind part 2 of Proposition 12.8 is as follows: Dura-
bility in this model serves as a strategic means to capture future market
share. However, durability per se does not serve any purpose to con-
sumers and therefore to the social planner. Since durability is costly
to the economy, the social planner can increase welfare by supplying a
product of the same quality with no durability.

What policy conclusions can we derive from this model? One recom-
mendation would be for quality-regulating institutions such as standards
institutes to allow short durability products into a market with rapidly
changing technologies.

12.5 The Market for Lemons

So far, we have analyzed markets where sellers could control the quality
of the product they sell. However, there are many markets in which
products with predetermined qualities are sold, and therefore sellers are
constrained to sell a product with a given quality.

If consumers can determine the precise quality by simply inspecting
the product prior to the purchase (if the product is a search good), then
the market will be characterized by a variety of qualities of the same
product sold at different prices, where higher quality brands will be sold
for a higher price. However, in most cases buyers cannot determine the
quality before the actual use (the product is an experience good). A
natural question to ask is whether markets can function when buyers
cannot observe qualities prior to purchase and when experience goods
with different qualities are sold. The reason the answer may be negative
is that in such markets sellers need not adjust prices to reflect the actual
quality of the specific product they sell.

In this section we analyze markets where sellers and buyers do not
have the same amount of information about the product over which
they transact. That is, we analyze markets with asymmetric informa-
tion, where sellers who own or use the product prior to the sale have
a substantial amount of information concerning the particular product
they own. By contrast, a buyer does not possess the knowledge about
the quality of the particular product he wishes to purchase.

A second feature of the particular markets we analyze here is that
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reputation does not play a role. This assumption is unrealistic for cer-
tain markets where sellers generate most of their sales from returning
customers. In fact, almost all the large retail stores in the United States
are now allowing consumers to return the products for a full refund,
thereby guaranteeing satisfactory quality. Reputation effects are also
present in expensive restaurants where most sales are generated from
fixed clientele. Still, there is a substantial number of markets in which
reputation does not play a role. For example, our analysis will focus
on the market for used cars. Whether the seller is a private owner or
a dealer, the issue of reputation is of not of great interest to the seller.
Therefore, if the seller possesses a low-quality product, the seller has all
the incentives to sell it as a high-quality product.

The problem of asymmetric information between buyers and sellers
is perhaps most noticeable in the market for used cars. A buyer has a
short time to inspect the car, to check the engine’s compression and oii
consumption, and to perform other tests that can partially reveal the
quality of the car. Since full warranties are not observed in the market
for used cars, a buyer has to assume that with some probability the
used car he buys may be a lemon. Of course, lemon cars need not be
just old cars, since all lemon cars have been initially sold as new cars.
However, the difference between new lemon cars and used lemon cars is
that the seller of a new car (new-car dealer) does not know the quality
of the particular car he sells to a particular customer, whereas a seller
of a used car knows whether the particular car is a lemon or a good car.
Thus, the markets for used and new cars have substantially different
information structures. '

12.5.1 A model of used and new car markets

Following Akerlof (1970), let us consider an economy with four possible
types of cars: brand-new good cars, brand-new lemon cars (bad cars),
used good cars, and used lemon cars. All individuals in this economy
have the same preferences for all the four types of cars. We let

N€ = value of a new good car;
NL = value of a new lemon car;
U = value of a used good car; and
UL = value of a used lemon car.
We make the following assumptions:

AssuMPTION 12.2

1. The value of new and old lemon cars is zero; that is, N* = UL = 0.
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2. Half of all cars (new and old} are lemons, and half are good cars.

3. New good cars are preferred over used good cars; that is, N >
U%>0.

The first and the second items of Assumption 12.2 are merely for the
sake of simplifying the model. The third item is clear and is intended to
induce good used-car owners to purchase new cars under certain price
structure. Assumption 12.2 implies that the expected values of new and
used cars are given by

EN = 05N +0.5N% = 0.5NC, and EU = 0.50° +-0.5U% = 0.5U°.

{12.16)
Clearly, the expected value of a new car exceeds the expected value of a
used car, EN > EU.

There are four types of agents in this economy: (1) new car dealers
who sell new cars for an ezogenously given uniform price denoted by .
Clearly, since there is no knowledge of the quality of new cars, all new
cars are sold for the same price; (2} individuals who do not own any
car, whom we call buyers in what follows; (3) owners of good used cars,
whom we call sellers; and (4) owners of lemon used cars, whom we also
call sellers.

We denote by pV the price of a used car. Since used-car buyers cannot
distinguish between lemon used cars and good used cars, all used cars
are sold for the same price p¥.

We assume that each buyer maximizes the expected value of a car
minus & price, in case the agent is a buyer. Formally, the utility of a
buyer (who does not own any car) is assumed to be

EN — p¥  if he buys a new car
b 12.
vh= { EU —pY  if he buys a used car. (12.17)

The utility of a seller of a good used car who sells his used car for p¥
and buys a new car for p" is given by

EN —p¥ +pY if he buys a new car (and sells his used car)
- { Uc if he maintains his (good) used car.

(12.18)
Finally, the utility of a seller of a lemon car who sells his used lemon for
pY and buys a new car for p" is given by

vl = EN — p¥ +pY  if he buys a new car (and sells his used car)
-1 ut if he maintains his lemon used car.
(12.19)
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That is, each used-car owner has the option to maintain his car, thereby
gaining a utility of U® or U%, depending on whether he owns a good or
a lemon used car, or to buy a new car for p™ and, in addition, get paid
pV for selling his used car.

The problem of the buyers

The buyers do not own any car and therefore have the option of either
buying a new car or buying an old car. Thus, in view of (12.17} buyers
will buy a used car if EU —pY > EN — p", or if pV satisfies

U% — N€ N

Y <EU ~EN+p" = 5 +p (12.20)

The problem of the lemon used-car seller

An owner of lemon used car has the option of keeping his car (gaining
zero utility), or selling his used car and buying a new car. In view
of (12.19) an owner of a lemon used car sells his car ifo < EN—ir.'o"“'~]-p'U
or

oV > pN —EN =p" — 0.5NC. (12.21)

The problem of the good used-car seller

An owner of a good used car has the option of keeping his car, or selling
his used car and buying a new car. In view of {12.18) an owner of a
good used car sells his car if US < EN —p" +pY, or

¥ 2 pN +U® — EN = p" + UY - 0.5N. (12.22)

Figure 12.5 summarizes the cases given in (12.20), (12.21), and (12.22)
in the (p",pY) space, where used cars are either demanded or offered
for sale. The two regions of interest are the upper one, corresponding
to (12.22) where pY is sufficiently high so that an owner of a good used
car offers his or her car for sale, and the lower region, corresponding to
(12.20) where buyers (those who do not own cars) find p¥ to be suffi-
ciently low and decide to purchase a used car.

Figure 12.5 shows that the combinations of p"V and pV satisfying the
condition in which good used cars are sold do not satisfy the condition
in which buyers would demand used cars. That is, the region in which
pY is high enough to induce an owner of a good used car to sell his or her
good car does not intersect with the region in which pY is low enough to
induce a buyer to purchase a used car instead of a new car. This proves
our main proposition, known as the Lemons’ Theorem.

Proposition 12.9 Good used cars are never sold. That is, lemon used
cars drive good used cars out of the market.
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Figure 12.5: The market for lemons: Bad cars drive out the good cars.
The prices of new and used cars corresponding to cases where used cars
are demanded or offered for sale. (I} Good used-car seller sells. (II) Bad
- used-car seller sells. {IIT) Buyers demand used cars.

A reader who may have purchased a good used car may wonder how
it happened. That is, we sometimes observe that good used cars are
sold in the market despite what Proposition 12.9 predicts. The reason
this happens follows from our assumption that used-car owners may sell
their cars only if they wish to buy a new one. However, it often happens
that used-cars owners sell their cars for different reasons, such as moving
to another state or abroad. Thus, the observation that sometimes good
used cars are sold does not contradict Proposition 12.9.

12.5.2 Applications of the lemon problem

The model described in the previous subsection can be applied to de-
scribe a wide variety of other markets as well. Consider the health
insurance market, where both healthy and sick people wish to purchase
health insurance from an insurance company or an IIMQ. The buyer of
an insurance policy knows whether he is healthy. However, the insur-
ance compawny has no prior information on the particular buyer, unless it
requires that all buyers go through an extensive medical checkup. If the
insurance price reflects the average treatment costs for a certain period,
then by the same argument as in the previous subsection, it is clear that
only sick people would purchase health insurance. So, the remaining
question is how can insurance companies or HMOs make a profit? The
answer is probably that insurance companies attempt to discriminate on
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the basis of price (charge different rates) according to age and according
to health problems the patient had prior to filing the insurance appli-
cations. A similar problem occurs in other insurance coverage, namely,
risky drivers tend to buy extended coverage for their car. Insurance
companies can partially solve this problem by charging different rates
according to age, location, and distance to work, following the data they
collect on accident frequencies.

Consider now the market for all-you-can-eat restaurants. The buyers
are divided into two groups of people, those who eat a lot, and those who
eat very little. If the price of a meal reflects the food cost of the average
eaters, then it is clear that only very hungry people would go to all-you-
can-eat restaurants, whereas less hungry people would generally prefer
to pay for each specific dish they order. The question is, then, how can
all-you-can-eat restaurants earn a profit? The answer is perhaps that
many all-you-can-eat restaurants also serve regular meals, and, as with
most restaurants, they earn the profit on side dishes, such as drinks and
desserts.

Consider now a labor market in which firms cannot distinguish be-
tween productive workers and lazy ones. If the ongoing market wage
reflects the average productivity of a worker, it is clear that a good
worker who has an alternative wage which does reflect his productivity
will not apply for a job at the ongoing wage rate. Thus, the lemon the-
orem suggests that only less productive workers apply for jobs. Spence
(1974) suggests that good workers may take some acts that will distin-
guish them from the less productive workers, thereby signaling to the
firms that they are productive (signaling is discussed in subsections 8.4.6,
12.6, and 12.7). One act would be to go to college. Although college
does not necessarily improve the skill of the worker, going to college
may signal to firms that the graduate is a productive worker since un-
productive workers may not be able to graduate and therefore would not
benefit from investing in education.

12.6 Quality-Signaling Games

Consumers are often unable to recognize the quality of a product be-
fore they actually purchase and use the product, even if they are aware
that both high-quality and low-quality brands are sold in the market.
We refer to such goods as experience goods. Producers, however, have
more information regarding the brands they sell and in most cases are
fully aware of their product. This creates a problem of asymmetric in-
formation that we first analyzed in subsection 8.4.6. In that section, we
analyzed an entry-deterrence problem in which the potential entrant did
not know the production cost of the incumbent, and the incumbent had
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to signal its production cost by the price it charged prior to the threat
of entry.

In this section we analyze a technically similar problem, in which a
monopoly firm knows the quality of the brand it sells, but consumers
are unable to learn the brand’s quality prior to the actual purchase. Our
goal is to demonstrate that a monopoly firm can signal the quality it
sells by choosing a certain price and by imposing a quantity restriction
on the brand it sells. We should note that signaling models are derived
from Spence (1974) (for an application to quality signaling, see Wolinsky
1083).

Suppose that there is a continuum of identical consumers. With no
loss of generality we normalize the number of consumers to equal 1.
Each consumer buys, at most, one unit and knows that the product can
be produced in two quality levels: high (k = H) and low (k = L), where
H > L > 0. For a given price denoted by p, the utility function of each
consumer is given by

H — p if the brands happens to be of high quality
/={ L—p ifthe brands happens to be of low quality  (12.23)
0 if he does not purchase the product.

Suppose that each consumer goes to the monopoly’s store and ob-
serves a price level of p dollars. Will consumers purchase the product if
they find that p = H? Clearly not, since there is a possibility that the
product may be of low quality, and in this case (12.23) implies that such
a purchase results in a utility level below zero (which is the reservation
utility level}.

We now describe the monopoly producer side. Denote by cg the unit
production cost of the monopoly if it is a high-quality producer, and by
¢ if it is a low-quality one, where ¢y > ¢r > 0. That is, the unit
production cost of a high-quality product exceeds that of a low-quality
product. We make the following assumptions:

ASSUMPTION 12.3
1. The monopolist is a high-quality producer.

2. Production costs are sufficiently low relative to consumers’ valua-
tion of the two qualities. Formally, L > cg.

The second part of Assumption 12.3 ensures that a high-quality producer
can charge p = L for a high-quality product without making a loss.

We assume that the strategy available to the monopolist is two-
dimensional so that it can choose the price (p) and the quantity pro-
duced (g). Clearly, 0 < g < 1 (since the total number of consumers is
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normalized to equal 1). We wish to solve the problem how a high-quality
monopolist can sell a high-quality product, given that consumers are not
sure whether the brand they buy is a high-quality one. In other words,
how can a high-quality producer convince the consumers that he or she
does not cheat by selling a low-quality brand for a high price? Hence,
in choosing the price and quantity levels, the producer needs to signal
his or her high quality to the consumer.

Proposition 12.10 There exists a pair of a price end a quantity level
that convinces consumers (beyond all doubts) that the brand they buy is
a high-quelity one. Formally, if the monopolist sets

L—CL

™ — d mo__
p and ¢ ="

then (a) consumers can infer that the brand is of high guality, (b} g™
consumers will purchase the product and (1 — ¢™) consumers will not
purchase the brand due to the lack of supply.

Before proving this proposition, we think it is worthwhile to repeat that
the essence of signaling is the firm’s to choosing a price-quantity com-
bination that would signal to the consumer that the product is of high
quality. In order to do that, the monopoly must choose both a price
and a quantity produced that a low quality producer would not find
profitable to set! Using this action, the monopoly can convince the con-
sumer that it is not a low-quality producer.
Proof. The monopoly has to show that a low-quality producer would
not choose p™ and ¢™ as the profit-maximizing price and quantity.
If the monopolist were a low-quality producer, then he or she could
clearly sell to all consumers for the price p = L and make a profit of
wl(L,1) = 1{L — cz). Let us note that this profit level is attainable
by a low-quality producer. Clearly, at this price all consumers would
purchase the product.

Now, the question is whether a low-quality monopoly could profitably
choose p™ and g™ as the profit-maximizing price and quantity? Suppose
it does! Then,

L—CL

wE(E™,g™) = (07 ~ en)™ = (H — o) g —

=L —c¢p =n(L,1).

Thus, using these price and quantity levels, a high-quality monopolist
is able to demonstrate that, had he or she been a low-guality producer,
he or she could earn the same profit by setting p = L and selling to all
consumers instead of setting p™ and ¢™. That is, by cutting the profit
level to that of what a low-quality monopolist could collect under perfect
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information, the high-quality producer convinces the consumers that he
or she is not a low-quality one, since if he or she were a low-quality
producer, he or she could make the same profit level. |

So far, we have showed that a high-quality producer can signal his or
her quality level to the consumer by using the price and quantity instru-
ments, so that consumers’ uncertainty is completely resolved. However,
this signaling mechanism raises two guestions: What is the cost paid
by the monopoly to resolve consumers’ uncertainty? Would this high-
quality monopoly find it profitable to signal its (high) quality level to
the consumers?

To answer these questions, we need to calculate the profit level of a
high-quality monopolist when he or she sets p™ and ¢™. Hence,

LrCL
ﬂ-H(pmaqm) = (p™ —egigt = (H—CH)H . < H—cpy.

Hence, comparing this profit level to the profit under perfect information
(H — cg) yields the cost of revealing information. The answer to our
second question depends on whether

(H — ci)q™ :(HVCH}L—_EZ > (L — ex)l. (12.24)

H
Cross-multiplying (12.24) yields that this inequality always holds, since
H>L>cyg>cr.

Criticism of the gquality-signeling model

The quality-signaling model developed in this section is used only for
the sake of illustration. Note that if a firm can choose whether to be-
come a low-quality or a high-quality producer, it would choose to be a
low-quality producer. That is, since a high-quality producer needs to
signal his quality, and since production cost is higher, it becomes more
profitable to be a low-cost producer. This model can be modified to cap-
ture profitable signaling by adding consumers who purchase only high
quality goods.

12.7 Warranties

Omne common method of insuring the consumer against defects in the
product is to bundle the product with a warranty. There are many
kinds of warranties. Some warranties restrict the manufacturer’s liability
only to parts, others to labor and parts, in case that repair is needed.
Most warranties are limited to a certain time period after the purchase,
whereas few provide a lifetime warraniy. We shall not discuss in the
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present section why most warranties are limited. The reason has to do
with the moral hazerd phenomenon, a situation where a full warranty
will provide the consumer with the incentives to misuse the product, or
not to take proper care of it (see Cooper and Ross 1985). Therefore, in
order to demonstrate the role of warranty in market behavior, we make
the following assumption:

ASSUMPTION 12.4

1. The product can be either fully operative or fully defective. A de-
fective product has no value to the buyer and cannot be resold for
scrap.

2. At the time of purchase neither sellers nor buyers know whether
the specific product is defective.

3. The manufacturer/seller has two options regarding the sale of the
product:

{a) He or she can sell the product without a worranty. In this
case, if the specific product is found to be defective, the buyer
loses the entire value of the product.

(b) He or she can sell the product with o full replocernent war-
ranty, which guarantees full replacement of a defective product
with no loss of value to the buyer. That is, if the replacement
product is also found to be defective, the monopoly is obligated
to replace the replacement product, and so on.

In the literature, Grossman (1980) provides a comprehensive analysis
of a monopoly that can offer a warranty for the product it sells. Spence
(1977) builds on a signaling argument and shows that higher-quality
firms offer a larger warranty than do low-quality firms. In what follows,
we confine our analysis to a monopoly selling a product to a competitive
consumer, where the product has a certain probability of being defective.
The next subsection discusses the meonopoly optimal provision of war-
ranty under symmetric information between the buyer and the seller. A
subsequent subsection analyses a market in which warranties can serve
as a (partial) signal of the product’s quality.

12.7.1 ‘Warranties under symetric information

Consider a product whose value to the consumer is V if the product is
operative, and 0 if the product is defective, where V' > 0. Suppose that
there is a known probability for products of this type to be functional.
We denote this probability by p, where 0 < p < 1. Thus, with probability

L=
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(1 — p), the product produced by the monopoly will be found to be
defective. In this subsection we assume that the seller and the buyer
have symmetric information regarding the product’s reliability, meaning
that both the seller and the buyer know the product is reliable with an
exogenously given probability p. ‘

Let p denote the monopoly price and ¢ > 0 denote the unit pro-
duction cost of the product. We assume that the utility function of
the consumer is the expected value of the product minus the product’s
price, if he buys the product, and zero if he does not buy the product.
Formally,

V —p  if he buys the product with full replacement warranty
I/ ={ pV —p if he buys the product without any warranty
0 if he does not buy.
(12.25)
Finally, we assume that pV > ¢, which implies that the expeci';ed
utility from the product exceeds the unit production cost. Assuming
otherwise would yield that the product will not be produced since 1.;he
monopoly will not be able fo get consumers to pay a price exceeding
unit cost.
The profit-maximizing monopoly has the option of selling the prod-
uct with or without a warranty.

No warranty

With no warranty, {12.25) implies that the maximum price the monopoly
can charge is the expected value of the product. Thus, if we assume one
consumer, then under no warranty the monopoly price and profit level

are given by
MW =pV and MW =pV --c (12.26)

Warranty

When the monopoly provides the consumer with a full replacement war-
ranty, under Assumption 12.4 the consumer is assured of gaining a value
of V from the product. We need the following Lemma.

Lemma 12.1 The ezpected unit production cost for & firm providing a
full replacement warranty is c/p.

Proof. The cost of producing the product is ¢. If the product is defec‘:-
tive, expected cost increases by (1 — p)c. If the replacement product is
defective, then expected cost increases again by (1 — p)?c, and so on.
Hence, expected cost is given by

&4

c+(1—p)c+(1—p)2c+(l—p)3c+~--=~1—_(—1?p5: {12.27)

c
’y
|
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Thus, Lemma 12.1 implies that the expected production cost is ¢
when p — 1 (zero failure probability), and becomes infinite as p — 0
since in this case the product is produced and replaced infinitely many
times. Altogether, the maximum price a monopoly can charge and the
profit level are given by

c

PV =V and «¥ =V - o (12.28)

Will the monopoly sell with a warranty?

Comparing (12.26) with (12.28) yields the conclusion that 7% > VW
if V > ¢/p, which must hold for the monopoly to make profit under any
warranty policy. Hence, we can conclude the analysis with the following
proposition:

Proposition 12.11 Under symmetric information where the reliabilily
parameter p is common knowledge, a monopoly will always sell the prod-
wet with a woerranty.

The intuition behind Proposition 12.11 is as follows. When the monopoly
provides a warranty, the monopoly can increase the price by (1 — )V
above the price selling with no warranty. The associated increase in cost

is
c 1—p)c

by assumption. Hence, by providing a warranty, and given that the
monopoly extracts all consumer surplus, the monopoly can increase its
price by more than its increase in the cost associated with replacing the
products with a certain probability of failure. In other words, consumers
are willing to pay more for the warranty than what it costs the seller.

12.7.2 The role of warranties under asymmetric information

In section 12.5 we encountered the problem of asymmetric information
between sellers and buyers, where we assumed that sellers are generally
better informed about the product’s quality than the buyers. Since con-
sumers are not informed, they cannot distinguish between highly reliable
products (products with a high probability of not breaking down) and
products with a high defective rate.

In this subsection, we continue with the exploration of markets with
asymmetric information and analyze a duopoly in which one firm pro-
duces a reliable product (high probability of being operative) and one
firm produces an unreliable product (with a low probability of being
operative). However, the consumer does not have any way of knowing
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which one of the firms produces the more reliable product. That is, the
consumer cannot distinguish between the two products. We show that
by providing a warranty with the product and choosing a certain price,
the high-quality firm can signal to the consumer that it is selling the
mare reliable product. In this case, the consumer can conclude beyond
all doubt that the high-quality firm is indeed a high-quality producer
and not a low-quality producer masquerading as a high-quality firm.

The signaling principle always remains the same: if a high-quality
producer wants to prove to the consumer that he or she is a high-quality
producer, he or she has to carry an act that is unprofitable for a low-
quality producer. From this act, the consumer will conclude that the
producer does produce a high-quality product and will be willing to pay
for the product accordingly.

Consider an economy with two producers. A high-quality producer
selling a product with probability px of being operative, and a low-
quality producer producing a product with probability pr, of being reli-
able, 0 < pr. < pw < 1.

No warranties

Since the consumer cannot distinguish between the producers before the
purchase, both products (high and low reliability) are sold for the same
price. In this case, since from the consumer’s point of view the products
are homogeneous before the purchase, a Bertrand price competition (see
section 6.3) leads to a unique equilibrium where prices equal the unit
cost, hence, zero profits. That is, p¥ = ¢ and a]¥W =0, i = H, L.
Therefore, with equal production cost, both high- and low-quality prod-
ucts are produced and the high quality manufacturer cannot be identified
by the consumer.

Warranty es a signal

‘We now show that by providing a warranty and choosing an appropriate
price, the high-quality producer can signal to the consumer that he or
she sells a reliable product.

Proposition 12.12 Let V > ¢. The high-quality producer can push the
low quality producer out of the market by setting pV¥ = ¢/pr, and provid-
ing ¢ warranty. In this case the consumer will buy only the more reliable
product, and the high-quality producer will make o strictly positive profit.

Proof. We first show that a low-quality producer will not find it prof-

itable to sell his or her product with a warranty at this price. To sce
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that, using (12.27), we calculate that

W EW)y=p" - = =0,
PL
This concludes the main part of the proof. To complete the proof, we
need to verify that first, the consumner will indeed prefer purchasing the
more reliable product with a warranty instead of the less reliable product
at the lowest possible price, p = ¢; and second, the high-quality producer
makes an above zero profit. To see this, observe that the profit of the
high-quality firm is given by

[ 44 C
AW =pW o E S _ S oy

£oH PL PH

Finally, the utility of a consumer buying the more reliable product ex-
ceeds the utility of buying the less reliable product without a warranty
even if the less reliable product has the lowest possible price, ¢, since

|

12.8 Appendix: The Legal Approach to Products
Liability

In this sectior, we briefly describe the legal approach to products liabil-
ity, which is concerned with defective products and trades. The reader
interested in learning all the legal issues concerning liability should con-
sult Howard 1983 and Phillips 1988 for a comprehensive analysis of
product liability. Liability refers to the obligation of the producer or
the merchant seller to those who were damaged as a result of a defective
product. Note that those damaged need not be only the buyers, but
could also be bystanders and owners of property.

12.8.1 Defects and liability

In general, there are four types of defects: production defects, design
defects, erronecus operating instructions and warnings, and mislabel-
ing and misrepresentations of products. Thus, liability law extends the
liability beyond what are purely understood as manufacturing flaws.
Clearly, these distinctions are hard to make, but they seem to be impor-
tant in deciding what standard of Lability (strict liability or negligence)
is assumed for the manufacturer. For example, it seems more likely that
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strict liability is generally imposed for production defects than for de-
sign defects. Misrepresentation defects may or may not be judged under
strict liability.

Under these classifications, it is necessary to determine whether the
product is defective. The most common way to make that determina-
tion is to rely on consumer expectations, meaning that the product sold
must be more dangerous than the “ordinary consumer” with the “ordi-
nary” knowledge common to the community would expect it to be. A
problem may arise when the consumer buys products known to be dan-
gerous, since an ordinary consumer should expect the danger associates
with this product. Another way of determining defectiveness is to ask
whether the seller would have sold the product had he or she known the
potential harm resulting from the sale. Thus, in this case, defectiveness
is defined as a presumed knowledge by the seller about the quality of the
product. Defectiveness can also be determined by determining whether
the producer invested a sufficient amount in preventing a risk, where
sufficiency estimated by balancing the cost of preventive investment and
the monetary value of the inflicted damage or risk caused by the product
in the condition it was sold.

Liability is not limited solely to the producer. Liability may be as-
sumed to rest on any commercial seller such as dealers, vendors, con-
structors, stores, and so on. However, strict liability is less likely to be
imnposed on them, since the presumed knowledge of the seller is smaller
than that of the maker of the product.

12.8.2 Warranties

The Uniform Commercial Code states that unless excluded or modified,
a warranty is implied in the contract of sale. However, a warranty is
not implied if the seller is not a merchant. The implied warranty, which
attaches strict liability to the seller is important since it reduces the
chances that written agreements {such as warranty certificates or dis-
claimers) would always be effective in reducing the seller’s liability. In
order for the seller to reduce his or her liability to a level below that
assumed in the implied warranty, he or she has to provide a disclaimer;
however, a disclaimer is not always accepted by courts. A disclaimer
is generally accepted in the case of negligence on the part of the con-
sumer. Also, a disclaimer is valid only with respect to the trading parties
(buyers), not, for example, with respect to bystanders.

Since warranties have been recognized as a special source of the de-
ception of consumers, the FTC has issued several rules, some of which
have been adopted as laws, that require that the terms of the guarantee
will be clear and presented in a clear fashion. All of us who have been
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given warranties can imagine that the amount of information that has
to be included in a warranty must be enormous. For example, what is
the time interval corresponding to a life time warranty that we often see
on back of our packages? What is meant by full warranty? Does a full
warranty include labor cost, parts, freight, or the loss of time associated
with the loss of use?

12.9 Exercises

1. Consider the modified Hotelling vertical-differentiation model of subsec-
tion 12.2.2, but suppose that consumers have a reservation utility, in the
sense that a consumer prefers not to buy any brand if his or her utility
falls below zero. Recall that the preferences exhibited in (12.2) imply
that there is no lower bound on utility from consumption. Figure 12.3
implies that this modification in preferences would not affect the number
of high-quality-brand buyers, since all consumers indexed on [£, 1] gain
a strictly positive utility from buying the high-quality brand. However,
point z in Figure 12.3 shows that no consumers indexed oxn [0, 2] will
purchase any brand, since otherwise their utility falls below zero.
Perform the following exercises:

{(a) Show that for given a,b,p4 and pg, the number of consumers who
do not purchase any brand equals to z = pa/a.
(b) Conclude that the market share of firm A is

PE—pa _ P4

E—z= .
b—a a

(c) Using the same procedure as in {12.5), show that for given e and &,
the second-period equilibrium prices (and profit levels) are given

by
pafa,b) = ais::), and pgla,b) = %
ab(b—a 2b—a
7a(e,b) = (‘i)éb—...,a)z and wg(a,b) = 4(5;6(3—&)2).

(d) Show that in the first period, firm A would choose to locate at
a® = 4/7, whereas firm B would locate at * = 1.

2. Prove the second part of Propesition 12.1 using the same procedure as
the one used in the proof of the first part.

3. Consider the lemon model described in section 12.5 and suppose that
the owner of the good used car must sell his or her car because he or
she is leaving the country. Assume that the market prices of used and
new cars are exogenously given by 0 < sV < U%/2, and 5V = NG 2,
respectively. Characterize the demand and supply patterns of the four
types of agents under these prices.
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4. Consider the monopoly’s warranty problem under symmetric informa-
tion analyzed in subsection 12.7.1 but assume that for some reason the
monopoly cannot guarantee more than one product replacement in case
the product purchased is found defective. That is, if the product is
found defective, the monopoly can provide a warranty to replace the
product with a new product; however, if the replacement product fails,
then the monopoly cannot replace the replacement product.

(a) What is the monopoly’s expected cost if it provides this type of
warranty?

{b) What is the maximum price the monopoly can charge for the prod-
uct sold with this type of warranty?

(¢) Conclude whether Proposition 12.11 holds for this type of war-
ranty.
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Chapter 13

Pricing Tactics:
Two-Part Tariff and
Peak-Load Pricing

People want economy, and they’ll pay any price to get it.
—Attributed to Lee lacocca

Yowd be surprised how much it costs to look this cheap.
—Attributed to Dolly Parton

The pri__cing techniques discussed in this chapter are generally studied
under the subject of public-utility pricing, where a regulating agency
(such as the state, city, or any other local government) controls the
prices and quality of service provided by the public utility. However,
as the ‘reader will discover, these pricing techniques are also used by
unregulated and privately owned firms. The major difference between
regulated public-utility pricing and prices chosen by privately owned
firms is that a regulator attempts to choose prices intended fo maximize
consurner welfare, whereas unregulated firms choose prices to maximize
profit. As it turns out, in many cases the regulator and an unregulated
monopoly will choose to set similar price structures that may differ only
by a lump-sum transfer from consumers to firms.

In what follows we study several pricing techniques employed by
unregulated, profit-maximizing firms. Section 13.1 {Two-Part Tariff)
analyzes why sports clubs tend to charge annual membership fees in-
stead of (or in addition to) fixing a price per visit. Two-part tariffs
are also charged by some cable TV companies and by wholesale club
stores. Section 13.2 (Nonuniform Pricing} generalizes the two-part tariff
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to the case of heterogeneous consumers and demonstrates how quantity
discounts can increase firms’ profit by extracting higher surplus from
different consumer groups. Section 13.3 (Peak-Load Pricing) analyzes
firms’ choices of capacity and prices when the demand is seasonal, for ex-
ample, the choices of airline firms, car rental companies, hotels, resorts,
regulated and unregulated phone and electricity companies, universities
{day versus evening classes), movie theaters, restaurants, and many oth-
ers. Section 13.4 (Can Firms “Control” the Seasons?) concludes with
an extension of the peak-load pricing problem by having firms set prices
to manipulate the relative quantity demanded between seasons.

13.1 Two-Part Tariff

It has been observed that many commercial enterprises charge annual
membership dues instead of {or in addition to) pricing each unit of con-
sumption separately. This phenomenon is observed mostly in entertain-
ment industries—such as amusement parks, most sports clubs, and some
theaters—and recently in wholesale clubs. Oi (1971} proposed an expla-
nation for this observation. Given downward-sloping demand, when a
monopoly charges a fixed price per unit of consumption, if consumers
purchase the product, then they gain positive consumer surplus (see
subsection 3.2.3 on page 52). Thus, even when a monopoly charges
its profit-maximizing price, it is unable to extract the entire consumer
surplus. Therefore, in addition to the per unit price, a monopoly firm
needs to set a second pricing instrument in order to be able to extract
the entire consumer surplus.

13.1.1 Club-visiting consumers

Suppose that a consumer gains satisfaction from club visits and from
other goods which we term as money. We denote by @ the number of
club visits, and by m the amount of money spent on other goods. Let
the consumer earn a fixed income of $1 to be spent entirely on club visits
and other goods. We denote by ¢ the membership dues and by p the
price per visit. Thus, the consumer’s budget constraint is given by

m+¢+pQ < I (13.1)

The utility of our fun-loving consumer is a function of the number
of club visits (Q) and the consumption of other goods (m). We assume
a gquasi-linear utility function given by

U=m+2/Q. (13.2)
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Figure 13.1 illustrates a set of mdifference curves derived from this
utility function. In Figure 13.1, the indifference curve Up originating

Figure 13.1: Quasi-linear utility indifference curves

from the income level [ is associated with the initial utility from spending
all the income I on other goods. This indifference curve shows the
combinations of club visits and spending on other goods that leave the
consumer neither better off nor worse off than spending all the income
on other goods.

We now derive the consumer’s demand curve for club visits. Substi-
tuting {13.1) into (13.2) for m yields the consumer-utility-maximization
problem. Hence, for given p and ¢ at a sufficiently low level, the con-
sumer chooses the number of visits @ that solves

‘mng=I—¢—pQ+z\/6 (13.3)
yielding a demand function

1
ie. Q==

P:ﬁ: -8 2

13.1.2 No club annual membership dues

(13.4)

Suppose that the club has a limited capacity. Formally, assume that
the club’s capacity is limited to K visitors, K > 0. We now suppose
that the club has only one method of collecting money from the club
visitors, which is charging a price p per visit where club membership
is not required. That is, the club sets the annual membership dues to

¢ =0.
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When ¢ = 0 the monopoly club chooses Q to maximize
1
T=pQ = —=Q=/Q. (13.5)
VQ

Proposition 13.1 Under the preferences given in (13.2), the monopoly
club sets the price so that the demand for club visits equals its capacity.

Formally,

1
P11 = ﬁ’ and Q1 = K, and hence m = VK.

Proof. The preferences (13.2)} yield an elastic demand curve (13.4), im-
plying that the club’s profit rises with the number of visits. Therefore,
the club will operate under full capacity. The consumption point is il-
lustrated in Figure 13.1 at the point Fy, where the price line (budget
constraint) is tangent to the indifference curve labeled Ui, U1 > Up.
Hence, under a price-per-visit structure with no membership fees, the
welfare of the consumer must increase compared with the no-club-visits
allocation. As we show below, this is not necessarily the case when club
charges involve annual fixed dues. |

13.1.3 Annual membership dues

Annual membership fees (fixed-part tariff) is in fact a bundling method
discussed in section 14.1, in which the club offers the consumer the
opportunity to pay a fixed amount of ¢ > 0 and to receive a package
containing a fixed number of “free” visits.

Figure 13.1 shows that for a package containing @ = K number of
visits, the consumer is willing to pay a maximum amount of ¢2. That is,
consuming a package of K visits for a fixed fee of ¢ < ¢ would leave the
consumer no worse off than he or she would be with the no-club-visits
case.

We now calculate the maximum annual fee that the club can charge
for K number of visits that meke it worthwhile for the consumer to
purchase. To do that, let us observe that in Figure 13.1, by construction,
the point F» lies on the initial indifference curve Up. That is, the club
sets ¢ just about the level where the consumer is neither better off nor
worse off by joining the club. Formally, the club sets ¢, that solves

mgm(«p) =¢ st. I—¢+2VK >1=Up, (13.6)

implying that ¢o = 2/K and hence m; = 2V K. Hence,
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Proposition 13.2 A fized fee for a bundle of visits yields a higher profit
to the club than any profit generated with a per unit price with no annual
fee. Formally,

ry=w(¢p=dap=0)=2VK > VK =n(¢p = 0,p = 1/VEK) = 7.

13.1.4 Two-part tariff

In practice, a club would hesitate charging exactly ¢» as a membership
fee mainly because a small mistake in estimating the exact location of
the indifference curve Uy or the consumer’s income may result in no
sales at all. A second reason why a firm would not uvse only a fixed
membership fee is that consumers may have heterogeneous preferences
so that a high membership fee may induce only a partial participation.
We therefore conclude that clubs would generally charge a lower fee
than the maximum fee calculated in the earlier subsection. For exam-
ple, Figure 13.2 demonstrates a possible “package” of Q3 club visits for
an annual fee equal to ¢s. Clearly, the consumer buys such a package.

Figure 13.2: Pure two-part tariff club charges

However, Figure 13.2 also shows that the club can further increase its
profit by supplementing the membership fee ¢z with an option to pur-
chase additional visits for a price of ps per unit. In this case, for ps that
is not too high, the consumer purchases additional visits, bringing the
total mumber of visits to @4, as illustrated in Figure 13.2..
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13.2 Nonuniform Pricing

Section 13.1 demonstrated how a two-part tariff can increase firms’ profit
above the monopoly’s per-unit-price profit level by employing two price
instruments: the conventional per unit price and the lump-sum (con-
sumption independent) fixed membership dues. The profit gains from
using the two-part tariff are due to the monopoly’s ability to extract
higher surplus {rom a given group of homogeneous consumers.

In this section we demonstrate a price strategy commonly used by
firms to price discriminate among heterogeneous groups of consumers.
The nonuniform price schedule is a tariff for one or more goods in which
the consumer’s total outlay does not simply rise proportionately with
the amounts of goods the consumer purchases. That is, a nonuniform
price schedule consists of quantity discounts and quantity premiums, {for
extensive analysis of nonuniform pricing, see Brown and Sibley 1986).

Figure 13.3 illustrates the {inverse) demand for local phone calls by
two different groups: households and business, given by py = 12 —
2qy and pp = 6 — gp/2, respectively, where prices are given in cents.
Assuming zero marginal cost in providing phone services, section 5.3 on

Pr PB
12 1 (Household) (Business)
6 6
— — — — tm— 3 | J—
I
gB
R N 12
M RH ’ MR B

Figure 13.3: Nonuniform pricing and price discrimination

page 75 shows that a monopoly selling in two segmented markets (mar-
kets in which arbitrage cannot take place), would set quantity produced
in each market by equating

MRy(Qu) = MRg{Qgp) = MC(Qu +Qs) =0,

thereby charging different prices in the two markets given by pg = 6 and
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ps = 3 and producing gy = 3 and gp = 6. Therefore, if the monopaly
can price discriminate, it would charge business lower rates than it would
charge households for local phone calls.

The problem facing the monopoly is how to set the price schedule in
a way that would induce the two different groups of consumers to pay
different prices and to consume different quantities. In general, there
are many reasons why a firm may not be able to charge different prices
to different groups of consumers, for example, price discrimination is
illegal under the Clayton Act (see subsection 5.6.3); also a monopoly may
not be able to identify the consumers belonging to a particular group.
Altogether, we now demonstrate that nonuniform pricing can generate
the price discrimination monopoly outcome even when the monopoly
does not directly discriminate among the different groups of consumers
or cannot simply identify these groups.

We now investigate the price schedule illustrated in Figure 13.4.

p (cents)
8 o
3 .

Figure 13.4: Nonuniform price schedule

Proposition 13.3 Consider the price-per-call schedule illustrated in Fig-
ure 13.4 and formally given by

Regular Rate Program: Poey 6 cents per phone call.

Quantity Discount Program: Poay a reduced raie of 3 cents per phone
call but be charged for at least 9 phone calls.

Then, this price schedule yields the same market prices as those charged
by o discriminating monopoly.

Proof. Clearly, Figure 13.3 implies that when pgy = 6, households de-
mand Qg = 3 phone calls, and given pg = 3, business customers de-
mand )z = 6 phone calls. We need to show to show that households will
not benefit from adopting the quantity-discount price scheme. If house-
holds adopt the regular rate, their consumer surplus {subsection 3.2.3
on page 52} is CS(6) = (6 x 3)/2= 9. '
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If houscholds adopt the discount rate, then they are “forced” to
buy 9 phone calls (and actually use only 6), which makes the gross-
consumer surplus equals the entire area under the demand curve given
by (12 x 6)/2. Since households are required to pay for 9 phone calls,
their net consumer surplus is

C Sy (discount) = %(—E —3x9=9=CS(6).
Given that the households are indifferent between the two plans, we can
assume that they do not purchase the discount plan.

Clearly, when p = 6, businesses will purchase zero on the regular
payment program. However, when they choose the discount plan

(6 — 1.5)9
2
Hence, businesses will choose the discount plan.

Finally, it can be shown that this monopoly phone company makes
a higher profit under nonuniform pricing than under uniform pricing. B

C'Sp(discount) = +15x9-3x9=6.75>0

13.3 Peak-Load Pricing

The problem of peak-load pricing is generally studied in the context of
optimal governmental regulations for public companies such as public
utilities, including phone, transportation and electricity companies (see
Brown and Sibley 1986; Joskow 1976; Sherman 1989; and Steiner 1957).
However, it should be emphasized that unregulated firms also benefit
from setting peak-load pricing, simply because peak-load pricing tends
to be efficient and profitable when demand is periodic, and when the
investment in capacity is irrevocable in the short run. For example, pri-
vate firms such as hotels, restaurants, sports clubs, movie theaters, and
airlines and other transportation companies are all subject to seasonal
demand schedules that vary between yearly seasons, days of the week, or
the hours of the day. We therefore focus our analysis on a private-sector
monopoly firm (which could represent an airline, a hotel, or a restau-
rant) and then conclude with a discussion on the role of the regulator in
controlling the prices.

Three factors characterize the peak-load pricing problem: First, the
levels at which demand varies between periods. Second, capital has to be
rented or leased for a long period. That is, since the firm must commit in
advance to the level of the plant’s capacity, and since this commitment
cannot be reversed between periods, the duration of these contracts af-
fect firms’ seasonal pricing decisions. Third, the firm’s output (products
or services) is too costly or impossible to store. Otherwise, if the output
is storable, then the firm could produce equal amounts in éach period
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(or all the output in a single period) and then allocate the output across
periods according to demands.

Consider a monopoly airline company flying on a single route during
high (H} and low (I.) seasons.

13.3.1 Seasonal passengers

We le.t pf, @Q¥, p*, and Q denote the price and quantity of tickets in
the high and low seasons, respectively. The demand for flights in each
season is given by

p? =A% Q" and p¥ = AL - QF, A¥ > AL >0 (13.7)

Figure 13.5 illustrates the seasonal demand structure.

QH
I \ MRH
Q" =K

Figure 13.5: Seasonal demand structure and monopoly peak-load pricing

13.3.2 Seating capacity and the airline’s cost structure

The monopoly airline faces two types of costs: Capacity cost, which is
the number of airplane seats the airline rents for the entire year, and
variable cost, which is the cost associated with handling each passenger,
which includes check-in, luggage, and food services. For simplicity we
ignore other costs commonly associated with airline operations, such as
airport charges (see section 17.2 of an analysis of the airline industry).
We denote by r, r > 0, the unit.capacity cost. Thus, if the airline
rents aircraft capacity that can fly K passengers throughout the year,
its total capacity investment cost is 7K. We denote by ¢ the operational
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(variable) cost per passenger. Thus, assuming that seating capacity
cannot be rented for less than one year (high and low seasons together),
the airline’s total cost when it flies Q¥ passengers in the high season,
and QF in the low season is

TCQP, Q%K) = c(Q7 +QY) + 7K for 0< QL Q¥ < K. (13.8)

FEquation (13.8) highlights the difference between a two-market, discrim-
inating monopoly analyzed in section 5.3 and the present problem, in
which a monopoly airline faces two independent seasonal markets. The
difference between the analysis of section 5.3 and this problem follows
from the fact that investment in capacity for the high season implies that
no investment in seating capacity is needed for the low season. Thus,
(13.8) implies that the airline monopoly cost structure exhibits joint
production where production cost in one market also (partially) covers
the cost of producing in a different market (different season).

13.3.3 Profit-maximizing seasonal airfare structure

In section 5.3 we proved that a monopoly discriminating between mar-
kets determines the price charged and quantity produced for each mar-
ket by equating the marginal revenue in each market to its marginal
cost. However, how should we calculate the airline’s marginal cost in
the present case? Clearly, the operational cost (¢) is part of the unit
cost, but how do we allocate the unit-capacity cost between the mar-
kets? The following proposition assumes that the low-season demand is
significantly lower than the high-season demand, see Steiner (1957).

Proposition 13.4 Suppose that the low-season demand is significontly
lower than the high-season demand. Then, the monopoly’s profit mazi-
mizing seasonal pricing and output structure is defermined by

MRY(QF)=c+r and MRY(Q%Y =¢, where Q7 > QF; and

H_ AR p oy N A+ ¢ = pt.
2 2
That is, capacity is determined only by the high-season demand, where
the high-season marginal revenue equals the sum of the operational and
capacity (marginal) costs.

Proof. Clearly, given the linear shift of demand between the seasons, the
profit-maximizing output levels satisfy Q¥ > Q. Hence, K > Q¥ >
Q¥, meaning that in the low season the airline does not fty at full capac-
ity. Consequently, the marginal cost of flying one additional passenger
in the low season is independent of k. Hence, according to section 5.3,
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the profit-maximizing low-season number of serviced passengers is de-
termined by the condition M RY(QF) = c. Therefore, investment in
capacity is determined only by the high-season demand, so if we follow
section 5.3, the monopoly sets is MRHI(QH) =c+r. [

13.3.4 Peak-load pricing and efficiency

Many utility companies (gas, local phone, electricity, and transporta-
tion} are regulated in most states, and they have to adhere to price
schedutes determined by the corresponding government. Most states re-
quire that utility companies {especially electricity) submit variable-load
price structures based on the (efficient) marginal-cost pricing principle.
If we move to the regulator’s problem, we discover that the fact that
the monopoly faces periodic demand schedules does not complicate the
problem beyond the regulator’s problem when the monopoly faces a sta-
ble demand. Thus, given that marginal-cost pricing is efficient, Proposi-
tion 13.4 tells us that the regulator should set the price in the high season
to p¥ = ¢+ 7 and in the low season to pY = ¢. Thus, efficient pricing
requires that high-season consumers pay the marginal operational plus
the marginal capacity costs, whereas low-season consumers pay only the
marginal operational cost.

13.3.5 Peak-load pricing over longer periods

So far our analysis has concentrated on a time period where there is
only one low season and only one high season. Suppose that the airline
firm is required to invest in capacity for n years, n > 1, so that capacity
holds for n low seasons and n high seasons. In this case, what would be
the profit-maximizing pricing structure for this monopoly airline?

Proposition 13.5 The monopoly’s profit-mazimizing seasonal pricing
and output structure over n low and n high seasons is determined by

MR¥(Q¥)=c+r/n and MRE(QY)=c.

Thus, if the monopoly expects that the capacity would be maintained
for n high seasons, the effective unit capacity cost in each period should
be taken as k/n.

13.3.6 Limitation of our peak-load pricing analysis

Some limitations of the traditional approach to peak-load pricing anal-
ysis are listed in Bailey and White 1974 and Bergstrom and MacKie-
Mason 1991. A serious limitation of this analysis is that we neglected to
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analyze the markets with periodic demand schedules when the different
seasonal prices induce consumers to substitute high-season consumption
for low-season consumption. High substitutability between peak and
off-peak hours is most noticeable in the telephone industry, where indi-
viduals postpone making personal phone calls until late at night, early in
the morning, and on weekends. Thus, our analysis is incomplete, since
it assumes that the demand for peak-season service is independent of
the off-peak price.

13.4 Can Firms “Control” the Seasons?

Peak-load prices are generally calculated by assuming that peak and
off-peak periods are exogenously given. Although this assumption may
describe some public utilities where the regulating authority decides on
which periods are considered peak and which off-peak (such as electric-
ity amd the telephone), most firms get to control the quantity demanded
in each period by simply adjusting the relative prices in the different
periods/seasons. For example, by substantially reducing winter airfare,
airline firms can potentially turn a low season into a high season. Restau-
rants control the flow of customers by substantially reducing the price
of lunch compared with the price of a dinner. Car rental companies
can turn the weekend into a high-demand period by substantially re-
ducing weekend rents to attract nonbusiness-related renters during the
weekends. :

All these examples lead to one conclusion, namely, peak and off-peak
periods should be regarded as economic variables and therefore should
not be assumed.

In this section we calculate peak-load prices in an environment where
the selling firm can use the pricing structure to manipulate which pe-
riod will be the peak and which will be off-peak. We analyze what would
be the profit-maximizing pricing structure chosen by a service-providing
monopoly. There are two reasons why we should analyze the monopoly
case: First, analyzing the monopoly case helps us to capture the intuition
about the tradeoff between consumers’ preferences towards certain pe-
riod services and the cost of maintaining capacity. Second, many utility
and transportation companies are (regulated or unregulated) monopo-
lies. Examples include most transportation companies (buses, trains,
and airline), P'I'Ts (public telegraph and telephone companies), and gas
and electric utility companies.

Let us consider an industry selling a particular service in two time
periods, say, during the day (denoted by D), or during the night (denoted
by N). We denote by pp the price of the service sold during the day
and by pn the price of the service sold during the night.
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Consumers and seasonal demand

Let us consider a continuum of consumers indexed and uni ormly dis-
tributed on the closed interval [a,b}, where b > @ > 0 and » > 1. We
denote by & a particular consumer indexed on [e, b]. The utility of con-
sumer &, § € [a,b], is assumed to be given by

B& —pp  if she buys a day service
US={ f—py if she buys a night service (13.9)
0 if she does not buy any service

where § > 0 is the reservation utility for a night service.

Recalling Definition 12.1 on page 310, we can use the following defi-
nition to provide the terminology for characterizing consumers’ attitudes
toward purchasing the service in the different periods (seasons).

DEeFINITION 13.1 Day service and night service are said to be

1. vertically differentiated if, given egqual prices (pp = pn), all
consumers choose to purchase only the day service;

2. horizontally differentiated if, given equal prices (pp = pn ),
consumers indezed by a high § choose to purchase the day service
whereas consumers indexed by a low § choose to purchase the night
Service.

Using (13.9), we can see that all day and night services are vertically
differentiated if @ > 1, since in this case 63 > 5. In contrast, when
) < a < 1, the two services are horizontally differentiated according to
Definition 13.1.

Finally, the consumer indexed by & denotes the consumer who is
indifferent about whether to buy a day service or a night service at
the given market prices for these services. Clearly, from (13.9), b is
determined by

= B8+pp —pn
— 5

Thus, given prices, all consumers indexed by § € [a, 3) purchase the
night service, whereas all the consumers indexed by é € (6,}] buy the
day service.

(13.10)

Production of services

We denote by np the number of consumers buying a daytime service
and by ny the number of consumers buying a nighttime service. Clearly,
np+ny < b—a, which is the total number of consumers in the economy.
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Production of services requires an investment in capacity and, in ad-
dition, bears operation costs. For example, in transportation industries,
capacity determines the upper limit on the number of passengers that
can be transported in each of the time perieds. In the telecommuni-
cation industry, capacity determines the upper limit on the number of
phone calls {switchboards) that can be simultaneously made in each time
period.

Therefore, we denote by K the capacity of a service-producing firm.
Then, the number of day or night users cannot exceed this capacity; that
is, np € K and ny < K. We denote by r the cost of a unit capacity
facing the firm(s).

In addition to capacity cost (number of aircraft seats, etc.), service-
producing firms bear operation costs. Therefore, we denote by cp the
per customer operation cost of producing a day service, and by cy the
per customer operation cost of producing a night service. With no loss of
generality we assume that cp > 0 and ¢y = 0. That is, the operation-
per-customer cost of producing a night service is not higher than the
operation-per-customer cost of producing a day service.

Clearly, by varying the relative price of the daytime service and the
nighttime service, the monopoly service-producing firm can shift the
peak demand from day to night or night to day. For this reason, we
refrain from using the terminology peak and off-peek periods {commonly
used in the literature) and confine the terminology to deytime or night-
tirne periods. That is, peak and off-peak periods are endogenously de-
termined by the selling firm.

In order to find the profit-maximizing pricing scheme set by the
monopoly firm, in what follows we decompose the analysis into a cost
analysis and a revenne analysis.

The monopoly’s cost structure

Assuming that all consumers are served (either by day or night service),
we have it that ny = é — a, and np = b — &. Then, the total cost as a
function of the indifferent consumer defined in (13.10), is given by

TC() = max {5 —a,b~ 8+ @ —ayen + (b —ep.  (1311)

Figure 13.6 illustrates the monopoly’s production cost as a function of
the location of the indifferent consumer. Figure 13.6 shows that the cost
is minimized when the market is equally divided between daytime users
and nighttime users, that is, 8 = {a + b)/2, because when the market
is equally divided, half of the total population buys a day service and
the other half buys a night service, which implies that the amount of
capacity needed by.the firm is K = (b — @)/2, which is at minimum
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Figure 13.6: Cost structure of a monopoly selling services in two periods.
Notes: (i) The figure assumes that r > |ep — en|. {ii) TC({a + b)/2) =
(b—a)(r+cp+en)/2.

under this equal division. As é increases, the amount of capacity must
increase to accommodate a larger number of nighttime users. Hence,
any deviation from the equal division of consumers, either by increasing
the number of night users (an increase in 8), or by increasing the number
of day users (a decrease in ), will result in an additional investment in
building capacity.

If we assume that all consumers are served, an increase in § means
that the monopoly switches consumers from day service to night service.
Hence, for each consumer switching from day to night, the monopoly
saves an operation cost of cp — ¢y. Similarly, for each consumer being
switched from night to day service (a decrease in §), the operation cost
increases by the difference ep — cpy.

Altogether, in view of (13.11), the marginal cost as a function of the
indifferent consumer is given by

MO(§) = —r+cy —cp ifé:'<(a+b)/2
©) {+7‘+CN—CD if § > (a+8)/2. (13.12)

Monopoly’s revenue

The monopoly seeks to extract maximum surplus from consumers. Hence,
in view of (13.9), the monopoly would charge a price of py = 3 for a
night service. Then, according to (13.10), determining the price for the
day service, pp is equivalent to determining the location of the indifferent
consumer, §. Hence, we can assume that the monopoly’s choice variable
is 4, while pp is determined according to pp = ,65 Consequently, we
can define the monopoly’s revenue as a function of the location of the
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indifferent consumer by
TR(8) = pyny +ppnp = B(6 — a) + B6(b— 6). (13.13)

The marginal revenue as a function of the indifferent consumer is given
by )
MR(6) = B(1+ b) — 286. {13.14)

Figure 13.7 illustrates the revenue functions for the cases of vertical z‘md
horizontal differentiation. The bottom figure shows that under vertical
differentiation (a > 1), the revenue is maximized when the indifferent
consumer locates to the left of the midconsumer. This is because when
the products are vertically differentiated, all consumners prefer day over
night services, and given that they are willing to pay more for a daytime
service, the monopoly will choose prices so that the majority of the
consumers will be daytime users.

[HORIZONTAL: a < 1|

R(§
© B{b— a)

aB(b—a

a atb 1+b b
2

af(b—a)

Bt - a)

Figure 13.7: Revenue functions for the vertical and horizontal differen-
tiation cases
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The top figure shows that when the products are horizontally differ-
entiated (@ < 1), revenue is maximized when the indifferent consumer
locates to the right of the midconsumer. The last case, when a = 1,
is not illustrated, but in this case the revenue is maximized when the
indifferent consumer locates exactly at the midpoint, implying that the
monopoly allocates half of the consumers to day services and half to
night services.

Monopoly’s profit-mazimizing pricing structure

Before we proceed with the calculations of the profit-maximizing pric-
ing structure, let us note that the monopoly’s profit is measured by the
distance between the revenue and the cost functions in Figure 13.7. Fig-
ure 13.7 (bottom) reveals that under vertical differentiation the monopoly
will never choose to price the service, so that the indifferent consumer
would locate to the right of the midconsumer. Figure 13.7 (top) reveals
that under horizontal differentiation the monopoly will never choose to
price the service, so that the indifferent consumer would locate to the
left of the mideonsumer.

DEFINITION 13.2 The daytime period is called a peak period if § <
(a +8)/2, and off-peak otherwise. Similarly, the nighttime period is
called a peak period if § > (a +5)/2, and off-peck otherwise.

Hence, Figure 13.7 and Definition 13.2 imply that

Proposition 13.6 If the two time-period services are vertically differ-
entiated, then the monopoly will turn the daytime period into the peak
period. If the two time-period services are horizontally differentiated,
then the monopoly will turn the nighttime period into the peak period,

We therefore can state the main proposition concerning monopoly
behavior:

Proposition 13.7 Given thatr > |cp-cn|, @ monopoly that mazimizes
profit will set prices so that services are purchased in both periods such
that

1. under vertical differentiation

s . [BOQ+b+r+cp—cn a+b
6—1mn{ % g , and

2. under horizontel differentiation

3 max{'@(1+b)_T+CD-_CN-a+b}.

= 28 T
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Proof. The monopoly seeks to choose § to maximize TR(8) - TC(8).
By Proposition 13.6, under vertical differentiation ¢ < (a-+b)/2. Hence,
(13.12) and (13.14) imply that

,B{I+b)—2,65:—r+cN—CD.

Under horizontal differentiation § > {a-+b)/2. Hence, (13.12) and (13.14)
imply that .
A1+ b) —286=r-+cn —CD-

13.5 Exercises

1. Congratulations! You have been appointed to be the chairperson of
the Fconomics department at Wonderland University. Since that old
photocopy machine broke down three years ago, the department has
been deprived of copying services, and therefore, your first task as a
chairperson is to rent copying services from KosKin Xeroxing Services,
Inc.. The KosKin company offers you two types of contracts: The
Department can simply pay 5 cents per page, or, the department can
pay a yearly fee of $300 and in addition pay 2 cents per page.

(a) Draw the department’s total photocopying expenses as a function
of the number of copies made each year under the two types of
contracts.

(b) Conclude which contract is less costly, given the number of copies .

made each year.

2. SouthNorthern Airlines is the sole provider of flights between City A4 and
City B. During the winter, the inverse demand for flights on this route
is given by pw = 10 — gw, where pw is the airfare charged during the
winter and gw is the number of passengers flown on this route during
the winter. Similarly, during the summer the inverse demand function
is given by ps = 5 — gs/2. Denote by K the airline’s capacity, defined
by the number of airplane seats SouthNorthern intends to acquire, and
assume that the average cost of an airplane seat isr > 0. Also, suppose
that the cost of flying each passenger is ¢ > 0.

(a) Calculate the number of passengers fown in each season and South-
Northern’s profit level, assuming that r =c=1.

{b) Calculate the number of passengers flown in each season and South-
Northern's profit level, assuming that r =3 and ¢ =1L
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